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Emotion is perceived accurately from isolated body parts, especially hands 
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A B S T R A C T   

Body posture and configuration provide important visual cues about the emotion states of other people. We know 
that bodily form is processed holistically, however, emotion recognition may depend on different mechanisms; 
certain body parts, such as the hands, may be especially important for perceiving emotion. This study therefore 
compared participants' emotion recognition performance when shown images of full bodies, or of isolated hands, 
arms, heads and torsos. Across three experiments, emotion recognition accuracy was above chance for all body 
parts. While emotions were recognized most accurately from full bodies, recognition performance from the hands 
was more accurate than for other body parts. Representational similarity analysis further showed that the pattern 
of errors for the hands was related to that for full bodies. Performance was reduced when stimuli were inverted, 
showing a clear body inversion effect. The high performance for hands was not due only to the fact that there are 
two hands, as performance remained well above chance even when just one hand was shown. These results 
demonstrate that emotions can be decoded from body parts. Furthermore, certain features, such as the hands, are 
more important to emotion perception than others. 
Statement of relevance: Successful social interaction relies on accurately perceiving emotional information from 
others. Bodies provide an abundance of emotion cues; however, the way in which emotional bodies and body 
parts are perceived is unclear. We investigated this perceptual process by comparing emotion recognition for 
body parts with that for full bodies. Crucially, we found that while emotions were most accurately recognized 
from full bodies, emotions were also classified accurately when images of isolated hands, arms, heads and torsos 
were seen. Of the body parts shown, emotion recognition from the hands was most accurate. Furthermore, shared 
patterns of emotion classification for hands and full bodies suggested that emotion recognition mechanisms are 
shared for full bodies and body parts. That the hands are key to emotion perception is important evidence in its 
own right. It could also be applied to interventions for individuals who find it difficult to read emotions from 
faces and bodies.   

1. Introduction 

The body is an important vehicle for expressing emotion and 
perceiving the emotions of others. Though most research on emotion 
perception has focused on the face, studies have shown that the recog-
nition of emotion from bodies is equally accurate (de Gelder, de Borst, & 
Watson, 2015). Indeed, in certain situations, the body may be more 
important than the face for emotion perception; the perceived valence of 
a face displaying intense emotion has been shown to change according 
to the information displayed by the body (Aviezer, Trope, & Todorov, 
2012). Several lines of evidence show similar processing mechanisms for 
neutral bodies and faces; the recognition of bodies, like faces, is 
compromised by inversion (e.g., Griffin & Oswald, 2022; Reed, Stone, 

Bozova, & Tanaka, 2003; Reed, Stone, Grubb, & McGoldrick, 2006) and 
bodies and faces elicit similar category-selective event-related potentials 
(Stekelenburg & de Gelder, 2004; Thierry et al., 2006). Further, recent 
research has posited that shared emotion recognition processes underlie 
emotion perception across modalities (Kuhn, Wydell, Lavan, McGetti-
gan, & Garrido, 2017; Peelen, Atkinson, & Vuilleumier, 2010). Most 
studies investigating the bodily expression of emotion, however, have 
used full body stimuli (e.g., Kret, Pichon, Grèzes, & de Gelder, 2011; Van 
Heijnsbergen, Meeren, Grezes, & de Gelder, 2007), overlooking the 
contribution of individual body parts. It is unclear, therefore, whether 
similar mechanisms underlie the visual perception of emotion from full 
bodies and body parts. Thus, the present study aimed to investigate 
these mechanisms by comparing emotion recognition from full bodies 
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with isolated body parts. 
A parallel literature has investigated whether emotional faces are 

recognized as a result of holistic or analytic mechanisms (Meaux & 
Vuilleumier, 2016). The term holistic connotes processing which relies 
on the integration of features into a gestalt, whereas analytic processing 
depends on the encoding of individual features (Maurer, Le Grand, & 
Mondloch, 2002). The operation of holistic processing in facial expres-
sion recognition is supported by studies which show reduced emotion 
recognition for aligned composite faces (which present emotionally 
incongruent information above and below the eyes) compared with 
misaligned composite faces (Calder, Young, Keane, & Dean, 2000). That 
this effect is disrupted when composite faces are inverted further sup-
ports the notion that emotional faces are processed holistically (Calder & 
Jansen, 2005). However, studies have also shown that facial features 
delineate distinct emotional expressions. The eyes and the mouth, for 
example, are relied on more heavily than other areas of the face in 
emotion recognition (Wegrzyn, Vogt, Kireclioglu, Schneider, & Kissler, 
2017) and specific facial features are used by observers to identify 
particular emotions, such as the mouth for happiness and the eyes for 
anger (Smith, Cottrell, Gosselin, & Schyns, 2005). Recent research 
supports a dual-code view, in which both holistic and analytic processes 
interact differently, according to the emotion displayed (Meaux & 
Vuilleumier, 2016). 

The relationship between the mechanisms involved in processing 
emotional full bodies and body parts has, to date, been neglected; 
however, a small amount of research has shown that individual body 
parts do contribute to emotion perception. For example, observers are 
more sensitive to angry facial expressions when the head is directly 
facing them, rather than turned away, but they are more sensitive to 
averted than direct fearful expressions (Hess, Adams, & Kleck, 2007). 
Natural arm movements can be characterised by dimensions of activa-
tion and pleasantness (Pollick, Paterson, Bruderlin, & Sanford, 2001). 
Finally, isolated hand movements can be perceived as neutral or angry 
and elicit distinct fMRI responses, depending on the emotion displayed 
(Grosbras & Paus, 2006). 

Just as the mouth and eyes are more important for facial emotion 
recognition than other features (Wegrzyn et al., 2017), it may be the 
case that certain body parts are more important in the communication of 
emotion than others, and this may also vary for different emotions. 
Looking at the hands may be particularly important to extract infor-
mation about a range of behaviors. Gross and colleagues famously re-
ported a single neuron in the monkey inferotemporal cortex which 
showed strong selectivity to hand shaped stimuli (Gross, Bender, & 
Rocha-Miranda, 1969). Consonant with this, Bracci, Ietswaart, Peelen, 
and Cavina-Pratesi (2010) used functional magnetic resonance imaging 
(fMRI) to demonstrate separable representations of hands and full 
bodies in the left lateral occipitotemporal cortex and the extrastriate 
body area respectively. Furthermore, an analysis of footage taken from 
head cameras worn by babies in the first two year of their lives showed 
that the likelihood of hands featuring in scenes increased with age, while 
the likelihood of faces appearing decreased (Fausey, Jayaraman, & 
Smith, 2016). This suggests that visual processing develops to optimize 
the information provided by both hands and faces (Fausey et al., 2016). 
Finally, and intriguingly, Slepian, Young, Rutchick, and Ambady (2013) 
showed that observers are able to gauge the quality of a professional 
poker player's poker-hand from their hand and arm movements, while 
facial cues are deceptive. 

A recent study investigated the contribution of the arms and hands to 
emotion recognition by erasing them from images of full bodies (Ross & 
Flack, 2020). When both the arms and hands were absent from full body 
images, emotion recognition accuracy for fearful, angry, happy and sad 
postures dropped. Furthermore, the absence of just the hands reduced 
recognition accuracy of fearful and angry postures. Thus, an absence of 
information from the hands and arms has been shown to negatively 
affect emotion recognition accuracy. However, it is unclear whether 
removing these parts simply disrupts holistic processing of the body as a 

whole, or whether local information from isolated body parts itself could 
be sufficient for emotion recognition. 

Accordingly, we compared emotion recognition accuracy for isolated 
images of hands, arms, heads and torsos with that for full bodies. We 
predicted, first, that people would be able to recognize emotions at 
above chance levels from images of isolated body parts, especially for 
hands. Second, because neutral bodies are perceived holistically (Reed 
et al., 2003; Reed et al., 2006), and full bodies present more information 
than isolated parts, we expected emotion recognition from full bodies to 
be more accurate than emotion recognition from body parts. Finally, in 
accordance with evidence that suggests that the hands are perceptually 
important (Bracci et al., 2010; Bracci, Caramazza, & Peelen, 2018; 
Fausey et al., 2016), we expected emotion recognition from the hands to 
be more accurate than that from the arms, heads, and torso. 

2. Experiment 1 

2.1. Method 

2.1.1. Participants 
One hundred adults (55 female), recruited from the social network of 

the researchers (N = 3) and from the Prolific web platform (www.pr 
olific.co; N = 97), took part in this study. Ages were recorded for 99 
of these participants (M = 35.55 years, SD = 12.65). The key statistical 
test in Ross and Flack's (2020) study, the F-test comparing the different 
body parts, showed a large effect size (ηp

2 = 0.459). A power analysis 
using G*Power 3.1 (Faul, Erdfelder, Lang, & Buchner, 2007) using this 
effect size, power of 0.8, and an alpha of 0.05, indicated that only 5 
participants were required. As we suspected that the effect size for 
classifications of individual body parts would be smaller than that, we 
tested a substantially larger sample, which would give us power >0.80 
to detect an effect even one fifth that size. Handedness was assessed 
using a self-report questionnaire; 83 participants were right-handed, 13 
were left-handed, and 4 were ambidextrous. Participants were physi-
cally located in the UK and had normal, or corrected to normal, vision. 
They were each paid for taking part. The study was approved by the 
Department of Psychological Sciences Research Ethics Committee at 
Birkbeck, University of London. 

2.1.2. Stimuli 
Front facing images of ten actors (seven female), each portraying six 

emotions (anger, fear, happiness, sadness, disgust and surprise), were 
taken from the Bochum Emotional Stimulus Set (BESST), an open-source 
resource featuring static images of 85 untrained Caucasian actors por-
traying differing emotions (Thoma, Soria Bauser, & Suchan, 2013). To 
create these images, Thoma et al. (2013) asked the actors to enact 
everyday scenarios designed to evoke one of the six featured emotions. 
Each emotion condition was photographed from front and side angles 
(camera positioned 45◦ to the left) (Thoma et al., 2013), but here only 
front-facing images were used, as these have been shown to lead to more 
consensual emotion attributions than lateral views (Coulson, 2004). The 
actors were wearing black trousers and black t-shirts. Thoma et al. 
(2013) covered the facial expressions of these actors with grey masks so 
that emotion is only evident from body expressions. They presented the 
images in grayscale on a white background using a pixel resolution of 
300 × 300 (Thoma et al., 2013). 

Ten BESST actors (5, 7, 8, 10, 13, 23, 39, 53, 58 and 85) were chosen 
for use in the present study as their hands, arms, torsos and heads were, 
for the most part, unobscured by other body parts. The GNU Image 
Manipulation Program (GIMP) was used to prepare separate images of 
the hands, arms, head and torso for each of the 60 original full body 
images, resulting in an additional 240 images. Images of hands included 
wrists, arms ran from the shoulder to the wrist and images of heads 
included the neck. Torsos featured the trunk of the body from the waist 
upwards, with the hands, arms, neck and head removed (Fig. 1). Where 
it was not practicable to separate individual body parts from others (i.e., 
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hands from arms), the body part which was not the focus of the image 
was covered by a grey mask. There were 300 stimuli in total. 

Stimuli were presented using Gorilla Experiment Builder (https://go 
rilla.sc/) (Anwyl-Irvine, Massonnié, Flitton, Kirkham, & Evershed, 
2020). Participants completed the experiment using their own tablet or 
computer (mobile phones were not permitted), in their chosen envi-
ronment. Stimulus sizes varied for each participant according to screen 
size. 

2.1.3. Design 
A within-subjects design was used, in which participants viewed 

images featuring six emotion conditions (afraid, angry, disgusted, 
happy, sad and surprised), and five types of body condition (full body, 

arms, hands, head and torso). Had participants viewed full body images 
and body parts from the same actors, emotion recognition in the body 
part conditions may have been influenced by prior presentation of the 
full body images. For this reason, participants were randomly allocated 
to two counterbalanced groups. A first group (50 participants) viewed 
full body images of half of the actors and individual body parts of the 
other half of the actors, while a second group (50 participants) viewed 
the full body images and individual body part images not seen by the 
first group. Participants made judgments about the emotion portrayed in 
the images. 

2.1.4. Procedure 
Individual trials began with a fixation cross, presented for either 200 

Fig. 1. Example of one complete stimulus set, featuring full body, arms, hands, head and torso conditions for each of the six basic emotions. Note that the sizes of 
these stimuli are not to scale; the body parts were presented at the same scale in the full-body and isolated parts conditions, but have been magnified in this figure. 
Stimuli were modified from the BESST (Thoma et al., 2013), CC BY-ND 3.0, and are shown here with the permission of the first author. 
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ms, or 450 ms at random, followed by stimulus presentation. Stimuli 
were presented on a white background above six rectangular grey screen 
zones (buttons), which were labelled with six emotions: afraid, angry, 
disgusted, happy, sad and surprised (Fig. 2). Participants were instruc-
ted to examine the image presented on the screen and select one of these 
buttons to indicate which emotion best described how the person 
depicted in the image was feeling. Participants were randomly allocated 
to one of two counterbalanced button conditions. Half of the partici-
pants always viewed and selected from the forced-choice emotions 
displayed from left to right across the screen as follows: surprised, 
happy, sad, afraid, angry, disgusted. The other half always viewed the 
emotions in the following order (left to right): afraid, angry, disgusted, 
surprised, happy, sad. Stimuli remained on the screen until participants 
had made a judgment about the depicted emotion. A fixation cross 
appeared immediately after each decision. Each participant viewed 150 
stimuli, in two blocks of 75 stimuli each, presented in a random order. 
The stimuli consisted of 30 full body images, 30 pairs of hands, 30 arms, 
30 heads and 30 torsos. For each of these 30 images, 5 images depicted 
each of the six basic emotions. The experiment took approximately 
fifteen minutes to complete. 

2.2. Results and discussion 

2.2.1. Emotions can be classified from isolated body parts 
We first investigated whether participants could successfully classify 

emotions from isolated body parts. We calculated the average percent-
age accuracy of correct responses for each participant, collapsing across 
the six emotions depicted (afraid, angry, disgusted, happy, sad and 
surprised) (Fig. 3). Collapsing across the different emotions avoids po-
tential emotion attribution biases, such as difficulties with recognising 
fear, or tendencies towards misclassifying anger (Kret & de Gelder, 
2013). Any bias to judge ambiguous emotions as having one specific 
emotion (e.g., happy) could make accuracy for that emotion appear 
artificially high, while artificially reducing accuracy for other body 
parts. Since there are the same number of trials of each of the six emo-
tions, a bias to respond “happy” cannot produce above-chance perfor-
mance overall, as the increased accuracy on happy trials will be 
balanced by decreased accuracy on the other five emotions. For 
example, at the extreme that the participant responds “happy” on every 
trial, their accuracy would be exactly at chance. Bias here will shift 
performance in the direction of chance, but critically cannot produce 
above chance performance. 

For each stimulus type, we used a one sample t-test to compare 
performance with the likelihood that participants selected the correct 
forced-choice emotion by chance (i.e., 1/6 = 16.67%), using the Holm- 

Bonferroni correction for multiple comparisons. Accuracy was higher 
than chance for full-bodies (M = 64.7, 95% CI[62.2, 66.8]), t(99) =
41.49, p < .001, d = 4.149, though somewhat less than the 85.8% ac-
curacy for these same images in the study of Thoma et al. (2013). 
Critically, performance was also above-chance for individual body parts, 
including the hands (M = 50.1, 95% CI[47.6, 52.7]), t(99) = 26.31, p <
.001, d = 2.631; arms (M = 33.0, 95% CI[30.9, 35.1]), t(99) = 15.29, p 
< .001, d = 1.529; heads (M = 28.1, 95% CI[26.8, 29.4]), t(99) = 17.15, 
p < .001, d = 1.715; and torsos (M = 18.1, 95% CI[17.0, 19.3]), t(99) =
2.53, p = .013, d = 0.253. These results demonstrate that isolated body 
parts contain enough information for participants to successfully iden-
tify emotions. 

To compare emotion recognition accuracy across body parts, we 
conducted a one-way repeated measures ANOVA with body-part con-
dition (full body, arms, hands, head, and torso) as the within-subjects 
variable, using JASP software (JASP Team, 2022). As Mauchly's test 

Fig. 2. Two examples of stimulus presentation with forced-choice buttons below. The participant was shown a stimulus of either a full body or an isolated body part 
and asked to classify the emotion felt by the person by clicking one of six buttons (surprised, happy, sad, afraid, angry, or disgusted). The order of these buttons was 
counterbalanced across two groups of participants. 

Fig. 3. Classification accuracy for each of the stimulus types, shown using 
raincloud plots (Allen, Poggiali, Whitaker, Marshall, & Kievit, 2021) made in R 
4.1.1. Points show data from individual participants, while curves show the 
probability density function. The dashed horizontal line indicates chance per-
formance (i.e., 1/6 = 0.167). Black circles indicate the mean and error bars the 
95% confidence interval. Classification was most accurate for full body stimuli, 
but was significantly above chance for each of the individual body parts. 
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showed that the assumption of sphericity had been violated, the Huyhn- 
Feldt correction was applied. There was a significant main effect of body 
condition, F(3.70, 366.43) = 513.75, p < .001, ηp

2 = 0.838. Post-hoc 
pairwise comparisons, using the Holm-Bonferroni correction for multi-
ple comparisons (10 comparisons), showed significant differences be-
tween each pair of body parts (all ps ≤ 0.001). Unsurprisingly, 
recognition in the full body condition was significantly higher than in 
the four body part conditions. More interestingly, accuracy was higher 
for the hands than for the arms, t(99) = 14.28, p < .001, dz = 1.428; 
head, t(99) = 17.18, p < .001, dz = 1.718; or torso, t(99) = 26.02, p <
.001, dz = 2.602. 

2.2.2. Accuracy with the hands is not an artefact of emblematic gestures 
One potential reason why emotions might be recognized better from 

hands than for other body parts is the presence of emblems, hand ges-
tures with conventional meanings (Goldin-Meadow, 1999). Three of the 
stimuli in the present study are potential hand emblems. One of these 
images showed a fist pressed against an open palm, demonstrating 
anger. Two were thumbs up gestures, demonstrating positivity. The 
results for these three stimuli were removed from the dataset and the 
analysis was repeated. Emotion recognition accuracy scores for the 
hands condition without the gestures (M = 48.0, 95% CI[45.4, 50.6]) 
was modestly lower than with them, t(99) = 14.80, p < .001, d = 1.480. 

Critically, however, results with the emblems excluded were similar 
to the previous analyses, showing that the pattern of results reported 
above is not due to the presence of hand emblems. Accuracy for the 
remaining hands was again above chance (M = 48.0, 95% CI[45.4, 
50.6]), t(99) = 24.20, p < .001, d = 2.420. An ANOVA showed clear 
differences between body parts, F(3.69, 365.48) = 484.12, p < .001, ηp

2 

= 0.830. Post-hoc comparisons using the Holm-Bonferroni correction for 
multiple comparisons showed that this significant main effect reflected 
significant differences in recognition accuracy between all five body 
conditions (all ps ≤ 0.001). Therefore, even without emblems, emotion 
recognition accuracy in the hands condition remained significantly 
higher than in the arms condition, t(99) = 12.21, p < .001, dz = 1.221, 
head condition, t(99) = 15.19, p < .001, dz = 1.519 and torso condition, t 
(99) = 23.73, p < .001, dz = 2.373. 

2.2.3. Analysis of reaction times 
To analyse reaction times (RT), we calculated mean RT separately for 

correct and incorrect trials for each body part for each participant, 
excluding individual trials where RT was >10 s (1.89% of trials). These 
data are shown in Table 1. An ANOVA showed a significant main effect 
of accuracy, F(1, 98) = 85.01, p < .001, ηp

2 = 0.462, with faster RTs on 
correct than on incorrect trials. There was also a main effect of body 
part, F(2.97, 293.61) = 40.70, p < .001, ηp

2 = 0.291, which was modu-
lated by a significant interaction of body part and accuracy, F(4, 396) =
14.79, ηp

2 = 0.130. 
This significant interaction indicates that the difference in RT be-

tween correct and incorrect trials itself differs between body parts. To 
explore this effect, we calculated the reduction in RT on correct trials (i. 
e. incorrect – correct) separately for each body part, as shown in the 
bottom row of Table 1. There were significant speedups with accuracy 
for full bodies, t(99) = 10.48, p < .0001, dz = 1.048; hands, t(99) = 7.41, 
p < .0001, dz = 0.741; arms, t(99) = 3.99, p < .0001, dz = 0.399; and 
heads, t(99) = 3.39, p < .001, dz = 0.339. In contrast, there was no 
significant speedup for torsos, t(99) = 0.74, p = .462, dz = 0.074. 

Finally, in order to probe the underlying representational structure, 
we investigated the patterns of confusions between different emotions 
for the different body parts. Fig. 4 shows mean confusion matrices for 
each of the five image types, generated using MATLAB (Mathworks, 
Natick, MA). These matrices show similar recognition patterns in the full 
body and the hand conditions: happiness, fear, sadness and anger were 
recognized with a high degree of accuracy, while disgust was regularly 
confused with fear in both full body and hand conditions. The confusion 
matrices for the other body parts seem less similar to the matrix for full 
bodies. In the head condition, sadness was recognized accurately in a 
high proportion of the relevant trials, whilst happiness was recognized 
moderately accurately, but was mistaken for surprised to a similar 
extent. A similar, but less marked pattern was seen in the arms condi-
tion. The confusion matrices for the head and torso conditions showed a 
marked tendency to judge all emotions as happy, and to a lesser extent as 
sad. This may reflect happiness and sadness being the conceptually most 
simple emotions, meaning that they are the most natural default in 
conditions where participants are uncertain about the emotion 
displayed. 

To quantify these effects, we used representational similarity anal-
ysis (Kriegeskorte, Mur, & Bandettini, 2008) to assess the similarity of 
the patterns of confusions across pairs of body parts. For each partici-
pant and each pair of body parts, we calculated the Pearson's correlation 
between the 30 off-diagonal elements (i.e., the errors). A representa-
tional similarity matrix showing the similarities of confusion matrices 
between each pair of body parts is presented in the left panel of Fig. 5. In 
order to compare each of the four isolated body parts to the full body, we 
conducted a more focused analysis on the top row of this representa-
tional similarity matrix (Fig. 5, right panel). One-sample t-tests 
comparing the mean Fisher-transformed correlations to 0, provided 
evidence that confusions were systematically related to those seen in the 
whole body for both hands (M = 0.389), t(99) = 13.57, p < .001, d =
1.357, and arms (M = 0.146), t(99) = 6.89, p < .001, d = 0.689, but not 
for the head (M = 0.006), t(99) = 0.34, p = .738, d = 0.034, or the torso 
(M = 0.008), t(99) = 0.35, p = .727, d = 0.035. 

An ANOVA showed clear differences between these four body parts, 
F(2.53, 250.60) = 76.62, p < .001, ηp

2 = 0.436. Post-hoc t-tests 
comparing each pair of body parts, using Holm-Bonferroni correction for 
multiple comparisons, showed that the pattern of confusions for the 
hands was more similar to the full bodies than was either the arms, t(99) 
= 7.55, p < .001, dz = 0.755, the head, t(99) = 11.46, p < .001, dz =

1.146, or the torso, t(99) = 11.56, p < .001, dz = 1.156. Correlations 
were also higher for the arms than for either the head, t(99) = 5.38, p <
.001, dz = 0.219, or the torso, t(99) = 4.81, p < .001, dz = 0.481, which 
did not differ from each other, t(99) = 0.08, p = .935, dz = 0.008. 

3. Experiment 2 

In face perception, extensive research has investigated the impair-
ments in perception when faces are inverted (e.g., Diamond & Carey, 
1986; Yin, 1969). Such inversion effects are considered a key sign of 
holistic or configural processing (Maurer et al., 2002). Several studies 
have shown that inversion also disrupts recognition of emotional ex-
pressions in faces (e.g., Bombari et al., 2013; McKelvie, 1995; Prkachin, 
2003). Inversion effects have also been reported for bodies, for a range 
of judgments, including of body posture (Reed et al., 2003, 2006), 
identity (Cazzato, Walters, & Urgesi, 2021; Robbins & Coltheart, 2012), 

Table 1 
Mean (and SD) of Reaction Times (sec) in Experiment 1.   

Full Hands Arms Head Torso 

Correct 2.334 (0.548) 2.492 (0.626) 2.483 (0.758) 2.095 (0.667) 2.207 (1.105) 
Incorrect 3.034 (0.911) 2.997 (0.978) 2.779 (0.965) 2.308 (0.854) 2.265 (0.975) 
RT Difference 0.700 (0.668) 0.505 (0.681) 0.296 (0.742) 0.213 (0.629) 0.057 (0.773) 

Representational Similarity Analysis of the Pattern of Confusions. 
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size (Walsh, Vormberg, Hannaford, & Longo, 2018), attractiveness 
(Cook & Duchaine, 2011), and orientation (Bernard, Gervais, Allen, 
Campomizzi, & Klein, 2012; Schmidt & Kistemaker, 2015). Of particular 

relevance here, body inversion effects have also been reported for 
emotional expressions, for stimuli including still photographs (Thoma, 
Soria Bauser, Edel, Juckel, & Suchan, 2020), movies (Atkinson, Tunstall, 

Fig. 4. Confusion matrices for each body part condition. Every cell shows the proportion of trials in which each emotion judgment (x axis) was made for each of the 
displayed emotions (y axis), averaged across all 100 participants. Ha = happy, Su = surprised, Fe = fear/afraid, Sa = sad, Di = disgusted, An = angry. 

Fig. 5. Representational similarity analysis of confusions between emotions. Left panel: Mean correlations between the off-diagonal elements of confusion matrices 
for pairs of stimulus types. Right panel: raincloud plots showing the correlation of each isolated body part with the pattern of confusions for full body stimuli (i.e., the 
top row of the matrix in the left panel); each dot shows correlation for one participant. 
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& Dittrich, 2007; Zieber, Kangas, Hock, & Bhatt, 2014), and point-light 
displays (Dittrich, Troscianko, Lea, & Morgan, 1996; Clarke, Bradshaw, 
Field, Hampson, & Rose, 2005; Atkinson et al., 2007). We therefore 
conducted an experiment to investigate whether similar inversion ef-
fects occur for isolated body parts. Experiment 2 was identical to 
Experiment 1 except that stimuli were inverted. 

3.1. Methods 

3.1.1. Participants 
One hundred adults (61 female) were recruited from Prolific. Par-

ticipants ranged from 18 to 69 years of age (M = 36.2 years, SD = 11.6). 
None had participated in Experiment 1. The sample size was designed to 
exactly match that of Exp 1. Handedness was assessed using a self-report 
questionnaire; 84 participants were right-handed, 10 were left-handed, 
and 4 were ambidextrous. Participants were physically located in the UK 
and had normal, or corrected to normal, vision. They were each paid for 
taking part. 

3.1.2. Stimuli and procedure 
All stimuli procedures were identical to Experiment 1 except that 

stimuli were rotated by 180◦. 

3.2. Results and discussion 

3.2.1. Emotions can be classified from isolated body parts, even when 
inverted 

As in Exp 1, we first compared classification accuracy for each body 
part to chance performance, collapsing across the six emotions depicted, 
as shown in Fig. 6. Accuracy was again higher than chance for full- 
bodies (M = 55.4%, 95% CI[52.8, 58.1]), t(99) = 28.62, p < .0001, d 
= 2.862. Similarly, performance was again higher than chance levels for 
individual body parts, including hands (M = 37.7%, 95% CI[35.1, 
40.3]), t(99) = 16.09, p < .0001, d = 1.609; arms (M = 28.0%, 95% CI 
[26.1, 29.9]), t(99) = 11.72, p < .0001, d = 1.172; and heads (M =
21.2%, 95% CI[19.8, 22.5]), t(99) = 6.46, p < .0001, d = 0.646. Per-
formance for torsos was not significantly different from chance (M =
15.8%, 95% CI[14.6, 16.9]), t(99) = − 1.51, p = .134. These results 

replicate the finding from Experiment 1 that participants can classify 
emotion accurately from isolated body parts, and show further that this 
is true even when the stimuli are inverted. 

A one-way ANOVA on accuracy showed that performance differed 
significantly across body parts, F(3.41, 337.73) = 306.61, p < .0001, ηp

2 

= 0.756. Post-hoc pairwise comparisons, using Holm-Bonferroni 
correction (10 comparisons), showed significant differences between 
each pair of body parts (all ps < 0.001). As in Experiment 1, accuracy 
was higher for full body stimuli than for any of the individual parts and, 
more interestingly, for the hands than for arms, t(99) = 8.13, p < .0001, 
dz = 0.813; heads, t(99) = 11.69, p < .0001, dz = 1.169; or torsos, t(99) 
= 15.23, p < .0001, dz = 1.523. 

We next compared the results from upright stimuli in Exp 1 and 
inverted stimuli in this experiment using a mixed ANOVA with body 
parts as a within-subjects factor and orientation as a between-subjects 
factor. As in both orientations individually, there was a significant 
main effect of body part, F(3.52, 696.03) = 791.21, p < .0001, ηp

2 =

0.800. More importantly, there was a significant main effect of orien-
tation, F(1, 198) = 59.10, p < .0001, ηp

2 = 0.230, with lower accuracy for 
inverted than for upright stimuli. There was also a significant interaction 
of body part and orientation, F(3.52, 696.03) = 10.15, p < .0001, ηp

2 =

0.049. Inversion produced reductions in classification accuracy for all 
five types of stimuli: full bodies, t(198) = 5.09, p < .0001, d = 0.720; 
hands, t(198) = 6.81, p < .0001, d = 0.963; arms, t(198) = 3.43, p <
.001, d = 0.485; heads, t(198) = 7.29, p < .0001, d = 1.030; and torsos, t 
(198) = 2.85, p < .005, d = 0.403. 

3.2.2. Analysis of reaction times 
Reaction times were calculated as in Experiment 1 (2.37% of trials 

excluded as outliers for being >10 s), and are shown in Table 2. One 
participant was excluded from analyses as they had no correct trials for 
torso stimuli, so RT could not be calculated. An ANOVA showed a sig-
nificant main effect of accuracy, F(1, 98) = 47.35, p < .001, ηp

2 = 0.326, 
with faster RTs on correct than on incorrect trials. There was also a main 
effect of body part, F(3.33, 326.40) = 83.18, p < .001, ηp

2 = 0.459, which 
was modulated by a significant interaction of body part and accuracy, F 
(4, 392) = 16.68, ηp

2 = 0.145. 
We again explored this interaction by comparing the speedup for 

correct responses for each body part separately. There were significant 
speedups for correct trials for full bodies, t(98) = 9.71, p < .0001, dz =

0.971; hands, t(98) = 2.76, p < .01, dz = 0.276; and arms, t(98) = 3.60, p 
< .0005, dz = 0.360. In contrast, there was no significant speedup for 
heads, t(98) = 1.50, p = .137, dz = 0.150; or torsos, t(98) = − 0.56, p =
.577, dz = 0.056. 

Confusion matrices for Exp 2 are shown in Fig. 7. The patterns are 
very similar to those seen in Exp 1 with upright stimuli. To quantify this 
similarity, we calculated the correlation between the 30 off-diagonal 
elements (i.e., the errors) for the grand mean confusion matrices in 
the two experiments, separately for each body part. These showed a very 
high correspondence for full bodies, r(28) = 0.973, p < .0001; hands, r 
(28) = 0.922, p < .0001; arms, r(28) = 0.841, p < .0001; heads, r(28) =
0.937, p < .0001; and torsos, r(28) = 0.941, p < .0001. 

The left panel of Fig. 8 shows a representational similarity matrix 
showing the similarities in confusion matrices for pairs of body parts 
(like in Experiment 1). One sample t-tests comparing the mean Fisher- 
transformed correlations to 0 provided evidence that confusions were 
systematically related to those seen in the whole body for both hands (M: 
0.262), t(99) = 9.33, p < .0001, d = 0.933, and arms (M: 0.146), t(99) =
6.77, p < .0001, d = 0.677. In contrast, there was no significant relation 
for heads (M: − 0.002), t(99) = − 0.09, p = .929, d = 0.009, or torsos (M: 
− 0.012), t(99) = − 0.54, p = .590, d = 0.054. 

An ANOVA showed clear differences between these four body parts, 
F(2.52, 249.63) = 36.22, p < .001, ηp

2 = 0.268. Post-hoc t-tests 
comparing each pair of body parts, using Holm-Bonferroni correction for 
multiple comparisons, showed that the pattern of confusion for the 
hands was more similar to the full bodies than were the patterns for 

Fig. 6. Classification accuracy for each of the stimulus types when inverted in 
Experiment 2. Performance was above chance for full bodies, as well as for 
hands, arms, and heads. However, performance was significantly reduced 
compared to Exp 1 in which stimuli were upright. Error bars are 95% confi-
dence intervals. 
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arms, t(99) = 3.52, p < .001, dz = 0.352; heads, t(99) = 7.00, p < .0001, 
dz = 0.700; and torsos, t(99) = 7.92, p < .0001, dz = 0.792. Correlations 
were also higher for arms than for heads, t(99) = 5.37, p < .0001, dz =

0.537; and torsos, t(99) = 6.88, p < .0001, dz = 0.688. There was no 
difference between heads and torsos, t(99) = 0.40, p = .692, dz = 0.040. 

We next investigated the effects of inversion with a mixed ANOVA 
with body parts as a within-subjects factor and orientation as a between- 
subjects factor. Consistent with the results in each experiment individ-
ually, there was a significant main effect of body part, F(2.53, 28.11) =
107.65, p < .0001, ηp

2 = 0.352. There was also a significant main effect of 
orientation, F(1, 198) = 4.64, p < .05, ηp

2 = 0.023, with lower correla-
tions with inverted than upright stimuli, as well as a significant inter-
action of body part and orientation, F(2.53, 28.11) = 5.19, p < .005, ηp

2 

= 0.026. To investigate this interaction, we conducted post-hoc t-tests 
using Holm-Bonferroni correction, testing the effects of inversion sepa-
rately for each of the four body parts. Inversion led to a reduction of the 
similarity between confusion for full bodies and hands, t(198) = − 3.61, 
p < .001, d = 0.510. In contrast, however, no significant effects of 
inversion were found for arms, t(198) = − 0.03, p = .978, d = 0.004; 

heads, t(198) = − 0.28, p = .783, d = 0.039; or torsos, t(198) = − 0.63, p 
= .528, d = 0.089. 

4. Experiment 3 

In the first two experiments, performance was substantially higher 
for hands (and arms) than for heads and torsos. One potential reason for 
this is the fact that the hands and arms are duplicated on each side of the 
body, so that there were two hands and two arms, but only one head and 
one torso. This could aid performance by simply providing more infor-
mation, since twice as many body parts are shown. In addition, it is also 
possible that the relative position of the two hands may provide infor-
mation about overall body posture, enabling the viewer to perceptually 
‘fill in’ the rest of the body posture through a process of amodal 
completion. To investigate this possibility, we conducted an experiment 
in which we varied whether both hands were presented (as in Experi-
ments 1 and 2) or just the left or right hand was presented. 

Table 2 
Mean (and SD) of Reaction Times (sec) in Experiment 2.   

Full Hands Arms Head Torso 

Correct 2.495 (0.896) 2.539 (1.034) 2.280 (0.946) 1.982 (0.906) 1.927 (1.142) 
Incorrect 3.146 (1.198) 2.738 (1.153) 2.513 (1.175) 2.073 (1.003) 1.891 (0.919) 
RT Difference 0.650 (0.670) 0.199 (0.722) 0.232 (0.645) 0.091 (0.603) − 0.036 (0.644) 

Representational Similarity Analysis of the Pattern of Confusions. 

Fig. 7. Confusion matrices for each body part condition in Exp 2 using inverted stimuli, averaged across participants. Ha = happy, Su = surprised, Fe = fear/afraid, 
Sa = sad, Di = disgusted, An = angry. 
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4.1. Methods 

4.1.1. Participants 
Fifty-six adults (37 female) were recruited from Prolific. Participants 

ranged from 21 to 74 years of age (M = 38.6 years, SD = 12.3). None had 
participated in either of the other experiments. The sample size was 
based on an a priori power analysis to have power of 0.95 to detect a 
medium effect size (Cohen's d = 0.5) with alpha of 0.05, using G*Power 
3.1. Handedness was assessed using a self-report questionnaire; 44 
participants were right-handed, 10 were left-handed, and 2 were 
ambidextrous. Participants were physically located in the UK and had 
normal, or corrected to normal, vision. They were each paid for taking 
part. 

4.1.2. Stimuli 
Stimuli were similar to those used in Experiment 1, except that for 

some stimuli one of the two hands was removed. We thus had three types 
of stimuli: two hands, left hand, and right hand. Images from eight 
BESST actors were used (5, 8, 10, 13, 23, 39, 58, and 85). These were 
chosen because the hands were not in physical contact, meaning that 
each hand could be deleted without affecting the other hand. For each 
actor, we thus had three image types (both hands, left hand, right hand) 
for each of the six emotions, resulting in 144 images in total. Examples 
are shown in Fig. 9. 

4.1.3. Procedure 
Procedures were similar to Exp 1. Each participant viewed 72 stim-

uli. Participants were randomly assigned to two counterbalanced 
groups. One group saw the two hand stimuli from four actors and the 
one hand stimuli from the other four actors, while the other group saw 
the other stimuli. Thus, participants never saw the two hand versions of 
the one hand stimuli they judged. As in Exp 1, the order of the response 
buttons was also counterbalanced across participants. Two hand stimuli 
were centred on the screen. One hand stimuli were presented in exactly 
the same position as the two hand stimuli, except that either the left or 
the right hand was erased from the image. 

4.2. Results and discussion 

4.2.1. Emotions can be classified from isolated hands 
Fig. 10 shows classification accuracy for the three stimulus types in 

Exp 3. Consistent with the results of the first two experiments, perfor-
mance for the two hand stimuli was substantially above chance (M: 
44.6% correct, 95% CI[41.5, 47.7]), t(55) = 17.70, p < .0001, d = 2.365. 
Critically, performance remained above chance for the one hand stimuli, 
both for the left hand (M: 38.7% correct, 95% CI [35.4, 42.0]), t(55) =
13.15, p < .0001, d = 1.758; and for the right hand (M: 35.8% correct, 

Fig. 8. Representational similarity analysis of confusions between emotions for inverted stimuli in Exp 2. Left panel: Mean correlations between the off-diagonal 
elements of confusion matrices for pairs of stimulus types. Right panel: Raincloud plots showing the correlation of each isolated body part with the pattern of 
confusions for full body stimuli (i.e., the top row of the matrix in the left panel). Error bars are 95% confidence intervals. 

Fig. 9. Examples of stimuli used in Exp 3.  
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95% CI[33.4, 38.2]), t(55) = 15.51, p < .0001, d = 2.073. 
An ANOVA showed that performance differed significantly between 

the three conditions, F(2,110) = 15.23, p < .001, ηp
2 = 0.217. Post hoc t- 

tests with Holm-Bonferroni correction showed that performance was 
higher for the two hand stimuli than for either the left hand alone, t(55) 
= 3.71, p < .001, dz = 0.496; or the right hand alone, t(55) = 5.25, p <
.001, dz = 0.702. There was no significant difference between perfor-
mance in the two one hand conditions, t(55) = 1.80, p = .078, dz =

0.240. 

4.2.2. Emotion is classified better from single hands than other body parts 
One interpretation of the better performance of hands (and arms) 

than of heads and torsos in the first two experiments is that there were 
two hands and arms, but only a single head or torso. To investigate this 
possibility, we compared performance with one-hand stimuli (averaged 
across the left and right hand) in this experiment with heads and torsos 
in Experiment 1. Using independent samples t-tests, performance with 
one hand stimuli was substantially higher than for either heads, t(154) 
= 7.14, p < .0001, d = 1.191, or torsos, t(154) = 15.92, p < .0001, d =
2.657. Thus, the advantage of hands over other body parts in Experi-
ments 1 and 2 was not an artefact of two hands being shown. 

4.2.3. Analysis of reaction times 
Reaction times were calculated as in the previous experiments 

(2.80% of trials excluded as outliers as being >10 s), and are shown in 
Table 3. An ANOVA showed a significant main effect of accuracy, F(1, 
55) = 66.91, p < .001, ηp

2 = 0.549, with faster RTs on correct than on 
incorrect trials. There was no significant main effect of body part, F(2, 
110) = 2.75, p = .068, ηp

2 = 0.048, nor an interaction, F(1.858, 102.205) 
= 2.95, p = .057, ηp

2 = 0.051. 

Although the interaction did not quite reach statistical significance, 
for consistency with Experiments 1 and 2 we again compared the 
speedup for correct responses for each body part separately. There were 
significant speedups for correct trials for both hands, t(55) = 6.16, p <
.0001, dz = 0.823; left hands, t(55) = 3.53, p < .001, dz = 0.472; and 
right hands, t(55) = 5.03, p < .0001, dz = 0.673. 

Fig. 11 shows confusion matrices for the three conditions. In all three 
conditions, patterns of confusions were broadly similar to those seen for 
the hands in Experiments 1 and 2. Representational similarity analysis 
showed robust correlations between the patterns of confusions for all 
conditions, between the two hands condition and the left hand (M: 
0.295), t(55) = 8.03, p < .0001, d = 1.073; two hands and the right hand 
(M: 0.325), t(55) = 9.26, p < .0001, d = 1.237; and between left and 
right hands (M: 0.433), t(55) = 9.81, p < .0001, d = 1.311. An ANOVA 
showed differences in the correlations between pairs of conditions, F(2, 
110) = 4.83, p < .02, ηp

2 = 0.081. Post hoc t-tests with Holm-Bonferroni 
correction showed that the pattern of confusions for left hands showed 
significantly greater similarity with the pattern for right hands than for 
two hands, t(55) = 3.20, p < .005, dz = 0.427. For the right hands, there 
was a trend for a comparable effect, though it did not reach statistical 
significance following multiple comparison correction, t(55) = 2.19, p =
.033, dz = 0.293. There was no difference in the representational simi-
larity of the two hands condition to the left and to the right hands, t(55) 
= 0.48, p = .635, dz = 0.064. 

5. General discussion 

The aim of this study was to investigate the perceptual mechanisms 
underlying the perception of emotions from bodies and body parts. Our 
results demonstrate that individual body parts alone provide sufficient 
information for emotion classification. In Experiment 1, we showed that 
recognition accuracy of emotions from images of isolated hands, arms, 
heads and torsos was better than chance. While emotions were recog-
nized most accurately from full bodies, recognition performance from 
the hands was more accurate than for the arms, heads or torsos. 
Furthermore, we found similar patterns of accurate emotion classifica-
tion and related patterns of errors (i.e. confusions between pairs of 
emotions) for the hands and full body images. In Experiment 2, we 
showed an inversion effect for these stimuli. Classification performance 
was reduced for inverted stimuli, both for full bodies and for isolated 
body parts. However, classification of inverted stimuli was still best for 
full bodies, followed by hands, and the arms, heads, and torsos. The 
patterns of confusions across emotions were also very similar between 
upright and inverted stimuli. Finally, in Experiment 3, we showed that 
the high performance for isolated hands does not depend on both hands 
being shown. Performance was modestly reduced, but remained high 
even when only one hand was shown. 

Our finding that emotion can be decoded from isolated body parts 
suggests that emotion perception does not rely on information provided 
by the full body. Research investigating emotion perception from faces 
has demonstrated that holistic and analytic processes are involved in 
emotion recognition, and are weighted differently according to expres-
sion (Meaux & Vuilleumier, 2016). Facial features such as the eyes and 
the mouth have been shown to play a more prominent role in emotion 
perception than other features (Smith et al., 2005; Wegrzyn et al., 2017). 
In a comparable manner, the present study demonstrates that the hands 
and the arms are more important for emotion perception than other 
body parts. de Gelder and Poyo Solanas (2021) recently posited that 
emotional expressions are decoded according to midlevel features, 
demonstrating that the angles and degree of contraction of the limbs, for 
example, are central to emotion perception and are represented in re-
gions of brain which code for motor preparation, action and affect (de 
Gelder & Poyo Solanas, 2021; Poyo Solanas, Vaessen, & de Gelder, 
2020). It may be that enhanced emotional categorisation of hands and 
arms in the current study resulted from their specification of the position 
and angles of the upper limbs. 

Fig. 10. Classification accuracy for each of the stimulus types in Experiment 2. 
Performance was above chance when both hands were shown, but also when 
either the left or right hand was shown alone. Error bars are 95% confi-
dence intervals. 

Table 3 
Mean (and SD) of Reaction Times (sec) in Experiment 3.   

Both Hands Left Hand Right Hand 

Correct 2.637 (0.758) 2.657 (0.881) 2.635 (0.857) 
Incorrect 3.317 (1.043) 3.004 (1.046) 3.097 (0.975) 
RT Difference 0.679 (0.825) 0.348 (0.737) 0.463 (0.678) 

Representational Similarity Analysis of the Pattern of Confusions. 
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Some body postures may convey multiple emotions. For example, a 
clenched fist may be a signal of anger, but also of happiness. Such cases 
may be differentiated by the overall position of individual body parts 
with respect to the rest of the body. It is possible that such information is 
more readily available in mobile appendages such as arms and hands, 
which could in part account for the higher classification accuracy for 
these parts. It is worth noting, however, that when only one hand was 
displayed in Experiment 3, global information about overall body 
configuration was likely reduced. Nevertheless, classification accuracy 
for individual hands remained quite high, suggesting the emotion can be 
decoded from local information about hands alone. 

Crucially, the present study demonstrates that the hands (and, to a 
lesser extent, arms) are particularly effective at communicating 
emotion. This was reflected in terms of overall accuracy which was 
substantially higher for hands than for other body parts. It was also 
reflected in the RSA analyses, which showed that the pattern of confu-
sions between emotions for hands was similar to that for whole bodies. 

This is consistent with research showing hand-selective responses in 
the high-level visual cortex (Bracci et al., 2010), and especially with 
recent results demonstrating that this selectivity extends to communi-
cative postures (Bracci et al., 2018). Superior emotion recognition per-
formance from the hands in the present study builds on research on 
gesture, which has shown that the hands play a central role in everyday 
communication, complementing and extending speech (Goldin- 
Meadow, 1999). Seeing hand gestures in addition to speech has been 
shown to increase speech comprehension (Berger & Popelka, 1971; 
Graham & Argyle, 1975; Riseborough, 1981), learning in classroom 
situations (Cook, Duffy, & Fenn, 2013; Valenzeno, Alibali, & Klatzky, 
2003), and word-learning by toddlers (Mumford & Kita, 2014; Wake-
field, Hall, James, & Goldin-Meadow, 2018). Even pre-verbal infants 
appear to direct attention in the direction of pointing gestures (Rohlfing, 
Longo, & Bertenthal, 2012). Thus, the present findings that hands 
communicate information about emotion complements a much larger 
literature showing widespread communication by the hands (cf. Ken-
don, 1994). 

Sensitivity to information conveyed by the hands may not even be 
specific to humans. A large comparative literature has investigated an-
imals' understanding of pointing gestures. While pointing has only rarely 
been observed among apes in the wild (e.g., Veà & Sabater-Pi, 1998), 
understanding of pointing has been observed among all species of ape in 
captivity, including chimpanzees (Leavens, Hopkins, & Thomas, 2004; 
Pika & Mitani, 2006), bonobos (Savage-Rumbaugh, McDonald, Sevcik, 
Hopkins, & Rubert, 1986), gorillas (Byrnit, 2008), orangutans (Call & 
Tomasello, 1994), and gibbons (Inoue, Inoue, & Itakura, 2004). Nor is 
such comprehension limited to primates. Sensitivity to points or similar 
manual gestures has been reported in dogs (Miklósi, Polgárdi, Tomál, & 
Csányi, 1998), horses (Maros, Gácsi, & Miklósi, 2008), goats (Kaminski, 

Riedel, Call, & Tomasello, 2005), and bats (Hall, Udell, Dorey, Walsh, & 
Wynne, 2011). 

The comprehension of pointing by dogs is of particular interest, 
especially since it appears specific to the process of domestication by 
humans. While domesticated dogs show understanding of human points, 
wolves do not (Virányi et al., 2008). Striking experimental evidence that 
comprehension of pointing is causally related to domestication comes 
from the long-running study of the ‘Balyaev foxes’ in Siberia, which have 
been selectively bred since the 1950's based on whether they fearlessly 
approached a human without showing aggression (Balyaev, 1979; Trut, 
1999). Hare et al. (2005) showed that these foxes showed sensitivity to 
human pointing gestures similar to domesticated dogs. Critically, how-
ever, a control group of foxes who had been randomly bred did not show 
this sensitivity. This effect is remarkable given that the criteria used for 
selective breeding did not involve comprehension of human gestures at 
all, but related only to level of fear and aggression when approaching 
humans. Thus, sensitivity to pointing emerged as a bi-product of selec-
tion for other features entirely. It is an intriguing possibility that sensi-
tivity to emotion in hands has co-evolved as part of a suite of social 
cognitive perceptual abilities alongside sensitivity to referential points 
of hands and co-speech gestures. 

The results from Experiment 2 add to the literature showing body 
inversion effects for judgments of emotional expressions (e.g., Atkinson 
et al., 2007; Thoma et al., 2020), in addition to several other types of 
judgment including posture (e.g., Reed et al., 2003), identity (e.g., 
Robbins & Coltheart, 2012), and attractiveness (e.g., Cook & Duchaine, 
2011). A recent meta-analysis of the body inversion effect (Griffin & 
Oswald, 2022) found an overall meta-analytic effect size of Hedges's g =
0.75. As that estimate is based on a within-subject effect-size, we con-
verted the between-subjects Cohen's d values we report for the effects of 
inversion to within-subjects Hedges's g using the procedure and for-
mulas Griffin and Oswald themselves used (e.g., assuming a correlation 
between upright and inverted of r = 0.57). For full bodies, this resulted 
in g = 0.776, very close to the average value in the literature generally, 
and broadly in line with averages for tasks involving judgments of 
identity (g = 0.92) and posture (g = 0.84). Effect sizes for hands (g =
1.032) and heads (g = 1.105) were even somewhat larger than found 
generally in the literature, while effects for arms (g = 0.524) and torsos 
(g = 0.419) were somewhat smaller. In the case of torsos, however, this 
smaller effect size may be due to a floor effect, as performance even with 
upright stimuli was only very modestly above chance. Thus, the inver-
sion effects we report for isolated body parts are broadly in line with the 
magnitude of effect found in the literature for whole body stimuli. 

To our knowledge, only one previous study has investigated body 
inversion effects for isolated body parts, rather than whole bodies. Reed 
et al. (2006) found that the body inversion effect for posture judgments 
was present for whole bodies, but not for isolated body parts such as 

Fig. 11. Confusion matrices for the three conditions in Exp 3.  
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arms, legs, and heads. Our results, showing clear inversion effects for 
emotional classifications of isolated body parts are in striking contrast to 
this earlier study. Multiple factors may underlie this difference. One 
possibility is that the same-different judgment used by Reed and col-
leagues may have made it easier for participants to use object-based 
perceptual processes to solve the task than our classification task 
allowed. Notably, in Reed and colleagues' study, the body part condi-
tions were easier than the whole body conditions, since there were fewer 
ways in which posture can vary in a single part than in an entire body. 
This can be seen in the fact that performance is higher for isolated parts 
than whole bodies, even when upright. This raises the possibility that a 
potential inversion effect for body parts could have been masked by a 
ceiling effect in performance. In contrast, in our study performance for 
the isolated body parts was harder than for full bodies (as less infor-
mation was presented), and clear body inversion effects were found for 
all stimuli. 

Yovel and colleagues suggested that the body inversion effect results 
from face-selective, rather than body-selective perceptual processes 
(Brandman & Yovel, 2010, 2012; Yovel, Pelc, & Lubetzky, 2010). This 
conclusion was based on findings that the body inversion effect for 
judgments of body posture was critically-dependent on the presence of 
the head, with no effects of inversion found for headless bodies (Yovel 
et al., 2010). Several subsequent studies, however, have reported clear 
body inversion effects with headless stimuli (e.g., Arizpe, McKean, Tsao, 
& Chan, 2017; Axelsson, Buddhadasa, Manca, & Robbins, 2022; Robbins 
& Coltheart, 2012; Susilo, Yovel, Barton, & Duchaine, 2013). Further, a 
recent meta-analysis found no overall difference in the magnitude of the 
body inversion effect as a function of the presence or absence of the head 
(Griffin & Oswald, 2022). The present results provide further evidence 
that the presence of the head is not necessary to elicit inversion effects 
with body stimuli, at least for emotion judgments. Clear reductions in 
emotion classification performance were found for isolated hands, arms, 
and torsos. 

Theories of embodied cognition emphasise the overlapping neural 
circuitry involved in perceiving and experiencing emotions (Niedenthal, 
2007). For example, disruption of processing in the right somatosensory 
cortex has been found to disrupt emotion recognition (Pitcher, Garrido, 
Walsh, & Duchaine, 2008), suggesting a role for tactile and proprio-
ceptive simulation in emotion perception. Similarly, blocking facial 
mimicry was found to modulate conscious experience of facial expres-
sion in a binocular rivalry paradigm (Quettier, Gambarota, Tsuchiya, & 
Sessa, 2021). It is notable, therefore, that the hands have the highest 
levels of cortical magnification in somatosensory cortex among the body 
parts tested (Penfield & Boldrey, 1937), as well as the finest tactile 
spatial acuity (Mancini et al., 2014). The superior emotion recognition 
for the hands than for other body parts in the present study could thus 
reflect a larger pool of somatosensory processing resources to comple-
ment purely visual processing. Thus, performance for the hands in the 
present study may point towards simulation processes in the somato-
sensory cortex during emotion recognition. 

Emotion recognition from the hands was not only more accurate than 
from the other body parts, but representational similarity analysis 
demonstrated that the pattern of errors for the hands, and to a certain 
extent for the arms, was similar to that for whole bodies. This similarity 
of underlying representational structure points towards shared compu-
tational mechanisms underlying emotion perception from hands and full 
bodies. Given that the hands and full bodies are represented in at least 
partially separate regions of the visual cortex (Bracci et al., 2010), these 
shared patterns point towards the operation of common emotion 
perception processes across the body selective visual cortex. Moreover, 
while holistic processes underlie the perception of global bodily form, 
they do not apply to the perception of body parts (Reed et al., 2006). 
Thus, our finding of shared patterns of recognition from hands and full 
bodies further suggests that emotion perception is underpinned by 
different processes to the perception of bodily form. Finally, Ross and 
Flack (2020) recently found that the absence of hands and arms from 

images of full bodies negatively affected emotion recognition. The pre-
sent study's findings add to these results by demonstrating that the hands 
communicate emotion in their own right. 

There were a number of limitations to the present study. First, we 
used only frontal, two-dimensional images of bodies and body parts as 
stimuli. In natural environments emotion is perceived from dynamic, 
three-dimensional bodies. Thus, an absence of information from lateral 
angles may have impacted emotion recognition accuracy. Further, some 
body parts, such as torsos, may have suffered from the lack of lateral 
information more than others. Second, the full body images in the pre-
sent study contained more pixels than the images of isolated body parts, 
which were taken from the full body images. This may have resulted in 
higher classification accuracy for the full body images. Finally, the 
present study used only Caucasian stimuli and UK based participants. 
Bodily expressions of emotion do not necessarily translate cross- 
culturally; while gestures of threat tend to be similar world-wide, the 
expression of anger differs (Matsumoto & Hwang, 2013). Similarly, 
Kleinsmith, De Silva, and Bianchi-Berthouze (2006) found differences in 
emotion labelling and intensity ratings of bodies in the US, Japan and Sri 
Lanka. However, it may be that the experience of bodily sensations 
elicited by differing emotions is culturally universal. A recent study 
demonstrated that the embodied experience of thirteen emotion states 
was consistent across participants from 101 different countries (Voly-
nets, Glerean, Hietanen, Hari, & Nummenmaa, 2020). Further research 
might investigate the cross-cultural nature of emotional hand perception 
and utilise culturally diverse stimuli. 

Another important limitation relates to which specific emotions 
people are able to recognize from each body part. Our main analyses of 
accuracy focused on overall classification performance collapsed across 
the six emotions. The reason for this is that the presence of biases to 
respond with specific emotions complicates interpretation of individual 
conditions. For example, in the head and torso conditions there were 
clear biases to classify stimuli as ‘happy’ and (to a lesser extent ‘sad’). 
Thus, the higher accuracy for happy and sad trials compared to other 
emotions cannot be taken at face value as indicating higher sensitivity to 
detect these emotions. Our results are therefore consistent with the 
possibility that only certain emotions can be effectively perceived from 
isolated body parts. However, the design of these experiments does not 
allow more detailed conclusions of which emotions can be perceived 
from which body parts. 

To conclude, this study is the first to have compared emotion 
perception from isolated body parts with full bodies. As such, its findings 
make novel contributions to the literature concerning the perception of 
emotion and emotional body language. First, emotions can be decoded 
from body parts. Second, the hands appear particularly critical for the 
communication of emotion. 
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