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Chapter 4. Modelling developmental disorders

Michael S. C. Thomas, Frank D. Baughman, Themisiamnis, and Caspar

Addyman

Introduction: Why build models of developmental diorders?

A six-year-old child is given a vocabulary test wdbe has to name pictures of
objects. He scores poorly, and makes mistakesasiclaming a picture of a guitar as
a ‘piano’. One explanation of the child’s difficylts that he has impoverished
semantic (meaning) representations. Another ctakigroblems reading words out
loud, especially new words that she has not sefemeéod-or example, she reads the
novel word ‘slear’ as ‘sear’. One explanation of t#ficulty is that she has poorly
specified phonological (speech sound) representatMvhat do these terms
‘impoverished’ and ‘poorly specified’ mean? How ditt mental representations of
meaning and speech sounds get this way? If a speeclanguage therapist or a
specialist teacher wanted to intervene to remedha&tge problems, what intervention
would be appropriate, and at what age? Should at ¢héferent intervention if

representations are impoverished versus poorlyifsgee

Computational models of developmental disordersesggmt one technique to improve
our understanding of the nature of deficits, tiogigin, long-term outcomes and
possible pathways for remediation. The majorityhaf models we consider in this
chapter are developmental, in that they learntadslby exposing a developmental
system to a structured learning environment. The®fsuilding a model - specifying
the nature of the developmental system, its inpdt@utput systems, and the

information present in the learning environmendreés a theory to be specified in



much greater detail than would normally be the saseverbal formulation. In the
context of disorders, models allow detailed cornsitien of what could be affecting
development - what is it that is different abowg ttevelopmental system that is
preventing strong learning? Is the informationetiént in the learning environment?
What exactly is different about meaning represéemtatthat are ‘impoverished’ or
phonological representations that are ‘poorly dpEtiand how does this lead to the
kinds of error one sees in children with developtakimpairments in productive

vocabulary and reading, respectively?

The process of constructing a model by its natawelves simplification. The aim is
to build a working system that embodies key consisaf the phenomenon under
consideration, and simplifies aspects that arentéddde unimportant. For the study of
behaviour in children and adults with developmedisbrders, empirical data from
psychology form the most frequent constraints.dx@mple, we might find that a
child with a productive vocabulary deficit also thficulty in providing definitions
of words, indicating the type of information thatmissing from the representations
of meaning. Models then provide several benefitsw& have seen, the act of
building a model forces greater clarity on existaxgplanations. In addition, a
working model allows researchers to test the uigtolf certain theoretical claims.
For example, a model of vocabulary developmentdtctast the claim that
representations of meaning altered in a certainin@ged lead to naming errors of
the type observed in the children. Models can serumify a range of empirical
effects via a single working implementation. Modedsé sometimes produce
emergent effects that are unexpected consequehties theoretical assumptions.

This is particularly the case where the model sydtas many components and



complex interactions occur between them. Oncedbkearcher has a working model,
he or she can apply it to novel situations, to maleglictions about behaviour that
can then be tested empirically. With regard to tigvaent, the researcher can trace
the behaviour of the model across time, for inggmredicting the long-term outcome
of early-observed deficits. And the researcherazary out experiments on the
model, for example, evaluating different formsmtervention to see which might

best alleviate a developmental deficit.

In this chapter, we present examples of the usewiputational modelling in the
study of developmental disorders. In the next tisextions, we illustrate three key
ideas. The first section considers the use of nsodeltesting the viability of
theoretical proposals — in this case, to estaliahcertain kinds of deficits in the
language system are sufficient to produce behaaiaonpairments across
development, such as those found in Specific Lagguiampairment (SLI). This
section focuses on the additional detail forcedhiygiementation. The second section
considers the role of the developmental proces¥ its producing the impairments,
compared to building a static model and simulatiaficits by breaking components
of the model. This issue is considered in the cdrdémodels of reading
development and dyslexia. The third section adése®e behaviour of complex
cognitive architectures made up of many interactoigponents rather than

individual systems, and explores the developmeaasequences of initial

limitations to individual components — do defigisbsequently spread throughout the
system, or can initially normal components serveampensate for impaired ones, so
alleviating deficits later in development? Once eydhis example makes reference to

dyslexia in reading. These three examples empldiods drawn from two



approaches to computational modelling, artificialiral networks (sometimes called
connectionism) and dynamical systems modelling.i€&ew of these methods can be
found in Spencer, Thomas, and McClelland (2009pri&s and McClelland (2008),
and Mareschal and Thomas (2007). Following thesgoses, we consider some of the
latest models in the field, including those consitethe effects of anomalies in
reward-based learning and those modelling defatite population level rather than

just the individual.

I. Models for evaluating the viability of theoretical proposals: examples from
developmental language deficits

A number of studies have employed artificial nemetivork models to investigate
the causes of developmental deficits in asped@ngiuage. The studies shared a
common methodology. They constructed a normal mindethded to capture the
profile of accuracy rates or error patterns intdrget domain presented by typically
developing children. A disorder model was then tmiesed by implementing
manipulations of the parameter space of the defaottel in its initial untrained state.
These involved altering the computational constsaim the quality of the input and
output representations, or both. Examples of sughipalations are (1) the use of
fewer units in the hidden layer of the network (eldhomas & Redington, 2004).
These are the resources over which the systemajes/egs own internal
representations to learn the target domain; (2uieeof an activation function in the
processing units which rendered them less sensdidéferences in the input that
they received (e.g., Thomas, 2005); (3) the additibnoise to the activation levels of
units throughout or in specific parts of the netkvarchitecture (e.g., Joanisse &

Seidenberg, 1999; Joanisse, 2004); (4) the weaggeithe strength with which



certain types of input information were represerteithe model (e.g., Hoeffner &
McClelland, 1993); and, (5) the probabilistic prugiof weighted connections in the
network (e.g., Joanisse & Seidenberg, 1999). Whetets with these altered
constraints were exposed to the target languagaiothey exhibited impaired
developmental profiles, characterised by the esbosvn by young children with

language impairments.

The decision of which parameter to manipulate extbrmal model was theoretically
driven, i.e., linked to aetiological accounts o tanguage disorder addressed in each
study (cf., Thomas & Karmiloff-Smith, 2003). Foraxple, the model of Hoeffner
and McClelland (1993) investigating the possiblgiarof deficits in children with

SLI in inflectional morphology. Inflectional morplogy is a domain of language that
concerns how words change their form to indicagégr trammatical status in a
sentence (for instance, verbs may be in the presgrast tense and nouns may be in
the singular or plural). The model evaluated thieatfof weakening phonological
representations of words, in line with theoretmetounts positing that a low-level
perceptual deficit results in the emergence of bielaal impairments at higher levels
within the language system (e.g., Tallal & Piert973a, 1973b). By contrast,
Thomas (2005) demonstrated that a similar defaidat be simulated in a learning
system that had processing units with reduced tahsto variations in the incoming
signal. This condition corresponds to theoreticaivws suggesting that SLI is caused

by general processing limitations (e.g., Bisho@4tXKail, 1994).

In the following examples drawn from the domainrdgfectional morphology, the

aim of connectionist studies of language disorelexs to illustrate that when applied



to normal models, certain computational constravese sufficient to alter the
acquisition of behaviour to capture the linguigtrofile of the language disorders.
The models thereby established the viability ofrélated theoretical account to
explain the cognitive profile of the disorder irettarget domain. Additionally, the
implemented models offered more detailed mecharesiplanations for the
application of the general principles of the théioed proposals in the specific
linguistic domains considered. We consider eactlysivith respect to three factors,
scope, implementation, and implications. The s@gsesses the range of empirical
phenomena the model simulated, the implementatidneases which computational
conditions were used to simulate the deficit, dmiplications consider the wider
theoretical consequences for the field of psycloplistics. The key emphasis
throughout this section will be on how the modaitablished the viability of

theoretical accounts and added to their detail.

Hoeffner & McClelland (1993): Verbal morphology $i.I

Hoeffner and McClelland (1993) addressed a widgeaof deficits of children with
SLI in verbal morphology, including those foundtiie production of base™®erson
singular, progressive, past tense, and past gaeiforms of verbs. The normal model
was a connectionist attractor network, in whicthanmwlogical and a semantic layer
were connected bi-directionally. This network weguired to learn mappings
between distributed phonological and semantic sgrations of base and inflected
verb forms from an artificial language of monoslltaverb stems design to parallel
features of English. An important assumption ofriiedel was that in normal
development, certain speech sounds, including iioedstops and fricatives,

whether morphemic (e.g., thé in changed) or non-morphemic (e.g., ttén need),



are characterised by lower phonetic saliency foglege learners. Therefore, less
strong phonological representations were usedpi@sent these phonemes. The
reduction of the strength for these representaticasimplemented in the following
manner. Phonemes were represented by activatithe @frticulatory features that
described a given phoneme. For high-salience phesgawalue of 1 was used for

active features. For low-salience phonemes, a \@&l0e3 was employed.

The impaired model of Hoeffner and McClelland (1p6%aluated a theoretical
proposal that a perceptual deficit may be the caose of SLI (Tallal & Piercy,
1973a, 1973b). To implement this deficit, the atgbimodel was given weaker
phonological representations fali phonemesfor low-salience phonemes, this meant
that they were weaker still: thus word-final stepsl fricatives were now represented

by activation values of 0.1.

With this manipulation present throughout trainitige model of Hoeffner and
McClelland (1993) successfully simulated a rangmofphological deficits presented
by children with SLI. Notably, these deficits hagkln considered strong evidence for
an underlying failure of the rule-based systenaafjuage by other researchers (e.g.,
Gopnik, 1990; Gopnik & Crago, 1991). By contrakg model employed associative
learning and did not contain rule-based representatThe model captured the
differential degrees of impairment observed in &tHloss the different inflections —
more pronounced in thé®Zingular, the past tense and past participle Jessisevere
in the progressive and in verb stems with non-menpb word-final stops and
fricatives (cf., Leonard, 1999). Impaired perforro@anvas associated with an

increased percentage of inflectional suffix omieseorors, also observed in children



with SLI (Rice, Wexler, & Cleave, 1995). Finallyjthin the semi-regular domain of
English past tense, the model simulated a greatgned of impairment in regular than
in irregular inflection reported by Gopnik (199@esalso Gopnik & Crago, 1991). It
should be noted, however, that the subsequerdtiiter has not confirmed this pattern
as characteristic of SLI — rather, lower levelpefformance are observed for both
regular and irregular verbs, with a residual sraditantage for regular verbs (e.g.,
(van der Lely & Ullman, 2001; see Joanisse, 200Adiscussion). For Hoeffner and
McClelland (1993), the model supported the viapitit the claim that a general
perceptual deficit within the learning system corddroduce a profile of a rule-based

impairment, similar to that suggested by langugegsisic accounts of SLI.

Joanisse (2004): Past tense in SLI

Joanisse (2004) implemented a model for the legrofpast tense based on an
attractor network architecture trained on mappiogfsveen distributed phonological
and localist semantics (lexical semantics) repriasiems of English verbs. In a
similar fashion to Hoeffner and McClelland (1998)is model also considered an
underlying phonological deficit for SLI (based oednard, 1999; Tallal, Miller, &
Fitch, 1993). However, here the deficit was implated by the addition of small

amounts of random noise to the phonological reptesens.

The impaired model was weaker in learning both leegand irregular past-tense
forms, while performance in generalising the ‘pa@sise rule’ to novel verbs was very
low. Joanisse (2004) argued that his model dematestithat children’s
representation of phonology is important for apexds of the acquisition of the past

tense. Moreover, he suggested that SLI could ngblady a rule-learning deficit,



since irregular inflection was also affected, biotthe model and empirical data (e.g.,

van der Lely & Ullman, 2001).

Thomas & Karmiloff-Smith (2003): Past tense in \afitls Syndrome

Thomas and Karmiloff-Smith (2003) investigated #oguisition of past tense in
Williams syndrome (WS), a rare genetic disordewimch language is a relative
strength against a background of learning disgbilihe authors employed a three-
layered feedforward connectionist network in whilcé input layer contained
distributed representations of phonology and Istaépresentations of semantics of
base forms of verbs, while the output layer wasiired to produce the phonological
form of the past tense of the verb. The trainirtgrses an artificial language with
monosyllabic stems constructed so as to repreBerddmain of the English past
tense. Thomas and Karmiloff-Smith (2003) consider&dde range of theoretically-
driven manipulations of the parameter space of ti@imal model to contrast five
hypotheses for the underlying mechanisms of atyfacguage development in WS.
In particular, they considered atypical condititimst corresponded to (i) a delay, (ii)
a hyper-phonological morphological system, (iiymtally structured phonological
representations, (iv) lexical-semantic anomaliegypan integration deficit. Multiple
possibilities of atypical conditions were examiriedeach hypothesis. These ranged
from alterations in the number of hidden unitsha sensitivity of the activation
function to incoming activation, to changes in &nehitecture or the representational
schemes for the different types of informationha tnodel. Thomas and Karmiloff-
Smith (2003) showed that different low-level coasits in the computational system
could lead to different atypical developmentaldgcapries, comparable to behavioural

data observed in WS (Thomas et al., 2001).
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Thomas (2005): Past tense in SLI

In the study of Thomas (2005), the normal architexcbf the Thomas and Karmiloff-
Smith (2003) model was used to evaluate a proddallman and Pierpont (2005)
with respect to SLI. The Procedural Deficit Hypdtiseargues that the language
impairments in SLI stem from a deficit in the prdaeal memory system, in this case
in the brain structures involved in the learningwé-based aspects of language.
Importantly, a compensation mechanism from the dementary declarative
memory system, which supports lexicon-based inflast was also proposed. This
would explain why aspects of inflectional morpholag SLI sometimes indicate
residual knowledge of rule-based inflection, suslo@er-regularisation errors in
irregular verbs (e.g., ‘thinked’) or generalisatmiithe past-tense rule to novel forms
(e.q., ‘wugged’) (Leonard, Bortolini, Caselli, Mc&yor, & Sabbadini, 1992). In
Ullman and Pierpont’s proposal, the residual knolgiestems from the operation of

compensatory declarative mechanisms rather thaprdoedural system.

Simulations in Thomas (2005) showed that when @siog units had activation
functions of low sensitivity, so that the units werot good at discriminating small
differences in input activations, the model ext@bia qualitative fit to the
developmental profile of SLI in past-tense productiHowever, these impaired units
were not part of a system dedicated to regulaeatitbns, as postulated by the
Procedural Deficit Hypothesis. Instead, the marpah was to a low-level constraint
in a general processing channel; the constrairpéraga to be more important for the
learning of regular verbs than irregular verbst(thait wasdomain-relevantcf.,

Karmiloff-Smith, 1998). Importantly, changing thersputational properties of this

11



shared processing channel also changed the bdlaheeen how the model used its
two information sources: it came to rely more hBaon lexical semantic input, and
less heavily on phonological input, to drive itsideial behaviour. In this sense, the
model reflected the compensatory character of Ullarad Pierpont’s proposal.
Overall, the study demonstrated the importancenpieémentation for specifying the

nature of compensatory processes in atypical laggydavelopment.

Karaminis and Thomas (2010): Noun, verb, and adjeanorphology in English and
Modern Greek SLI

Models of language acquisition need to be genaralo® ways. They need to account
for both typical and atypical language acquisitiang at the same time, they should
be able to address language development acrossalgeg with different typological
characteristics. Karaminis and Thomas (2010) addceeow SLI might emerge in
two languages with such different characteristtogglish and Modern Greek. Their
normal model, called the Multiple Inflection Genera(MIG), combined elements of
previous connectionist models of morphology (e-peffner & McClelland, 1993;
Joanisse & Seidenberg, 1999; Plunkett & Marchm8811Plunkett & Juola, 1999).
The architecture is shown in Figure 1. The MIG iempénted a more general process
of producing inflected forms that would encompasstiple grammatical classes and
multiple inflections within a grammatical class. Wétthis adds somewhat to the
complexity of the learning in English morphologgr the much richer inflectional
paradigms found in Modern Greek, it presents a idaivie challenge. The
architecture considered was a three-layered feedafd neural network, which
learned to integrate multiple cues presented inrpet layer (input phonology,

lexical semantics, grammatical class, and tardgkgation) to output the phonological
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form of a word that would be appropriate to thengrsatical sentential context in

which the word was to be produced.

The same architecture was used to learn mappiogsdrtificial languages
incorporating characteristics of the inflectiongét®ms of English and Modern Greek.
In the latter case, the training corpus consistealrwtably greater number of
mappings, reflecting the complexity and the fusiataracter of the Modern Greek
system of inflectional morphology (Stephany, 1997 oth languages, the default
version of the MIG simulated a wide range of engairphenomena in morphological

acquisition in typical development.

The impaired version of the MIG (Karaminis, 201&jbined the use of fewer
hidden units in the hidden layer with an implem#éotaof the weaker phonological
representations utilised by Hoeffner and McClell&b@93). The same constraint was
considered for the English and the Modern Greekioerof the MIG. In both cases,
the model simulated morphological deficits of cheld with SLI (e.g., English: van
der Lely & Ullman, 2001; Modern Greek: Stavrakdkgutsandreas & Clahsen, in
press). Importantly, English-speaking and Greelakiog children with SLI show
subtly different patterns of deficit, which the nebevas able to capture. For example,
in past-tense elicitation tasks (e.g., van der elyliman, 2001), English-speaking
children with SLI produced a greater proportioriams that were not marked for

tense than typically developing children. The fotioraof the perfective past tense of
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verbs in Modern Greek requires fusing the stem witnphological features marking
the past tense and those marking the perfectivecaspense indicates the time when
an event happened (past, present, future) whilecagpdicates its state at that point
in time (imperfective = ongoing, or perfective sieple whole event). Stavrakaki,
Koutsandreas and Clahsen (in press), who considepedfective past-tense
production task, found that the deficits of Grepkaking children with SLI were
more pronounced in the marking of aspect (perfettivan in the marking of tense
(past). For the English and Modern Greek versidrieeMIG, the same atypical
processing constraints produced the increase iratked forms in the English case,

and the greater deficit in the marking of aspeanttense in the Greek case.

With regards to the aetiology of SLI, the model dastrated the viability of the idea
that weaker representations and processing limrtatcould provide a unified
account of the impairment across different lingaidbmains and across languages,
with the manifestation of behavioural deficits Bch domain and each language
depending on an interaction between atypical pgiogsconstraints and the structure

of the problem domain.

II. The importance of the developmental process an explanation of
developmental deficits: the example of reading andyslexia

In this section we examine models of developmedhtalexia. We compare the two
computational models of reading, the Dual Routec&@s (DRC) model of Coltheart
and colleagues (Coltheart et al, 1993; Coltheaat.eP001) and the triangle model of
Seidenberg and McClelland (Plaut et al. 1996; Sd#ideg & McClelland, 1989). The

models crucially differ with respect to the roled#velopment. The former is an
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explicit, cognitive model, with hand-wired struatsrwhile the latter is a
connectionist learning model. While both were inmpésted as models of skilled
adult reading, here we consider how well they antéar the varieties of

developmental dyslexia.

Reading is a hard won skill and some children firduch harder than others.
Developmental dyslexia is a behaviourally definesbaier associated with poor
reading. It is diagnosed when there are severdgmsbwith reading against a
background of otherwise normal sensory acuity amghitive ability, and where the
deficit could not be wholly attributable to inad@dgl instruction, opportunity or
motivation to learn. Yet dyslexia is also a devehtental disorder where early
detection and intervention show remarkable remedietess (e.g., Kujala et al.,
2001). Nevertheless, without a properly developesmid computational account it

is hard to account for the success (and failuregfedial programs.

From an evolutionary perspective, reading is arreceltural invention where
evolution is unlikely to have had any direct infhee on its acquisition. Therefore it is
a cognitive ability that requires a mechanisticoasd. This is not to say that biology
is irrelevant. Learning to read recruits and reskgme-existing systems. In
particular, it reorganises areas of the brain aatsgt with visual object recognition
and is constrained by the computational abilitiethis area of the cortex (Dehaene,
2009). What is going wrong to cause dyslexia? Aezd general deficits, which
manifest themselves only in this particular cogmitiomain? Or might dyslexia be
attributable to specific deficits in particular braegions or as a consequence of their

connectivity? What does the developmental prodssff contribute to poor reading?
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There is one straightforward way in which dyslagiadevelopmental. Children with
difficulties reading spend less time reading bo&kabrieli (2009) cites the surprising
statistic that “outside of school if'§rade, a good reader may read as many words in
two days as a poor reader does in an entire y&abiieli, 2009, p. 280). With this
reduced input and less opportunity to practicey diglity will lag even further

behind their peers. Likewise, interventions thatéase a child’s sensitivity to speech
sounds (their ‘phonological awareness’) may haeaigst effect if provided at

critical early stages. (For a review of early intantion studies see Torgesen, 2004.)
Nevertheless, while environmental factors suchcaess to reading material and
appropriate education can change the outcomesfarrpaders, there is a strong
genetic component to dyslexia. DeFries and Ala(d®96) found a 68 percent
concordance in identical (monozygotic) twins coneplaio 38 percent in fraternal
(dizygotic) twins. This puts the heritability foyslexia in the range 54-75 percent
(Pennington, 1999). High heritability does not iroate a specific gene for dyslexia.
It could be that multiple variants are presentim mormal population each of which
adds a small risk for reading deficits (see Newbtlrig volume). Any genetic
account, however, raises the question of how aifapdeficit for reading can be
heritable when reading is (in evolutionary termsg¢@ent cultural invention

(Mareschal et al., 2007)

Two main types of developmental dyslexia have lokscribed with respect to
English (Castles & Coltheart, 199Bhonologicaldyslexics have most difficulty with
regular new words and pseudowords (i.e., word+titewords, like HEAN or

STARN); surfacedyslexics have difficulty reading irregular wor@sg., YACHT,
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HAVE); some children exhibit a mixed pattern witiffidulty on both types of words.
The dissociation between reading novel words aegular words was instrumental
in motivating models which posited two processiogtes between print and speech,
one based on a lexicon of whole words, the othsed@n links between particular

letters / letter clusters and speech sounds.

Coltheart et al. (2001): The Dual Route Cascade ehod

The Dual Route Cascade model (Coltheart et al, 18@6Rheart et al., 2001), shown
in Figure 2(a), was a hand-coded computational ibaé fitted a wide range of data
from laboratory tasks with skilled adult reader&imglish. The model was conceived
as a comprehensive model of the fully formed adatiing system and conformed to

a highly modular view of the reading system.

The Dual Route Cascade (DRC) model has two separ@tbanisms for reading
words out loud. It has a lexical route, which teat an orthographic and a
phonological node for each monosyllabic word in lighg allowing for their
recognition and pronunciation. It also maintairsetof grapheme-to-phoneme
conversion rules that apply to all regular pronations in English. (A grapheme is a
written letter or letter combination that corresgsito a single speech sound or
phoneme). When a word is encountered, it activitgegepresentation in the lexical
route and simultaneously it starts sequentiallivatihg the conversion rules from left

to right, grapheme by grapheme. The activation fomth these pathways cascades
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through the network until a complete set of phonepeess a pronunciation threshold.
The model does not implement a further semantiteralthough this is thought to be
important for discriminating between words thatrsbthe same (homophones; e.g.,

HERE and HEAR).

The model provided a good fit to a wide range aflaldehavioural data from non-
word and pseudoword naming, capturing effects fi@guency and regularity and
neighbourhood size (that is, how many similar wadsthere are to a given word in
the lexicon.) However, the parameters for the madgk all hand-coded in order to
fit the empirical data. The lexical route was teirto eliminate mistakes in its
performance on tasks with non-word material. “Odyssey through parameter space
thus consisted of running exception word / nonwmants” (Coltheart et al., 2001,
p.219). This is problematic because it means thedof the fine-tuning of the model
was based on non-word materials that would not atlynbe encountered by a child.
Similarly the grapheme-to-phoneme conversion (Gie&s were selected in advance

to be optimal across all possible regular pronuraria in English.

Coltheart et al. (2001) were able to demonstraeldsioning their model produced
many of the characteristics of acquired dyslexi¥ang brain damage. The model
did not directly address developmental dyslexiadttitbuted surface and
phonological dyslexia, respectively, to a failufehee lexical route or GPC route to
develop properly. Because the DRC architecturensas learning model, it was
unable to show how the developmental deficits cauiske from the outcome of an
atypical developmental process. Nevertheless, Eaitlet al. (2001) speculated on

how the DRC model could inform these issues. Thek & highly modular approach
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suggesting that “[a]n impairment in learning todeauld [correspond to] an
impairment in acquiring any one component of thchaecture” (ibid, p. 246). A
deficit in just the GPC route could lead to a spedifficulty in reading nonwords
and could potentially account for phonological @ysh. A deficit in some part of the
lexical route would be manifested as a selectifitlavith irregular words, as found
in surface dyslexia. Coltheart, Dufty and Bates0@(cited in Coltheart et al., 2001)
demonstrated that different post-hoc parameteoisatof the DRC model could
capture the performance of typically developinddrien and children with dyslexia

between the ages of 7 to 15 years.

Despite its success in capturing a range of da¢aetare three limitations of the DRC
model as applied to developmental dyslexia. Fiestearch has demonstrated that the
identical damage applied to the initial state dkaelopmental system can have a
quite different effect to that applied to the etate. For instance, noise in processing
is more damaging to a developing system than addasystem, while loss of
resources is more damaging to a trained systemathigveloping system. Acquired
and developmental deficits cannot be directly ag@hs (Thomas & Karmiloff-Smith,
2002). Second, the idea of developmental damagedaoute of a multi-route system
fails to consider the possibility of compensatamarmeges in initially undamaged
routes (see next section). Third, the absenceadelvalopmental process prevents the
model from providing a means to investigate waystervene to improve a system
that has begun to develop atypically. To the extieait the model captures patterns of

developmental deficits, it may be doing so forwreng reasons.

Seidenberg & McClelland (1989); Plaut et al. (1996he Triangle model
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The triangle model of reading was initially desedlby Seidenberg and McClelland
(1989) and its architecture is show in Figure 2(gre we focus on the version
described in a later article (Plaut et al., 199®)e direct link between the written and
spoken forms of words involves only a single roatepnnectionist network which
learns to associate a grapheme-encoded input gthppropriate phonemically-
encoded outputs. The phonetic and orthographieseptations also connect to an
(unimplemented) semantic representation, anditissthree-way connectivity that
gives the model its name. In Plaut et al. (1996 ,ibputs were 105 units encoding
graphemes; these were fully connected to 100 hiddéa which fed-forward to 61
fully connected phoneme units. In some simulatitvese were also recurrent
connections in the output layer that served torclgathe selection. Activation passed
through the network and training was performed Byaadard backpropagation of

error algorithm.

As with the DRC model, the triangle model focused@ading monosyllabic words
and could produce a similarly high proportion ofrect pronunciations. It also
captured the influence of word frequency and regyléand their interaction), as
well as exhibiting similar performance to humanmnaciation of nonwords with
consistent or inconsistent neighbourhoods (Glush®@9). However, the triangle
model did nota priori divide the reading problem into regular and irdlagwords. In
an analysis of hidden units, Plaut et al. (199&ws#d that units could not be
partitioned according to which type of word theggended. The contribution to the

solution was distributed across all hidden noddmihh cases.
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Harm and Seidenberg (1999) adapted this modeblodbd the early development of
reading and dyslexia. Children come to reading waitlextensive knowledge of the
phonology of their native language. So Harm and&w#erg first had their model
acquire phonological representations before legrtormap visual word forms onto
phonological output. They were then able to ingedé how impaired phonological
representations affected learning. Mild impairmemntly affected non-words while
severe impairments produced a mixed deficit. Reduthe computational capacity of
the network (by removing hidden units before tnagiproduced a pattern similar to
surface dyslexia. Harm, McCandliss and Seidenli#g3) extended this work
utilising the model to demonstrate why giving poeaders remedial training in
spelling—sound correspondences is more effectae fihonological awareness
training (McCandliss et al., 2003). In line witlethterature, they showed in their
model that improvements due to phonological awa®trining are only effective in
an early sensitive period. Importantly, by virtifate developmental process, the
model was able to shed light on the role of tinomgntervention: the quality of
phonological representations needs to be improeéard links are learned to
orthography. Links between orthography and poomnphagical representations are

hard to unlearn.

Of course, both models have limitations. As inphevious section, models of
language processing need to be general not jussatypical and atypical
development, but also across languages. Both moelaigin at the cognitive level,
with few established links to the neural substrétes may underlie successful and
unsuccessful acquisition of reading skills. Lastigither model addresses why a

heritable disorder should be specific to readirtge Suspicion is that whatever
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properties are atypical in these reading modeés;, thust be properties that are more
general in the language or visual systems, butdassy detected when they are awry

outside the realm of reading.

llI: Deficit spread versus compensation across del@ment in complex cognitive
architectures

In this section we outline a form of computatiomaddelling calleddynamical

systems modellingvhich has recently been applied to the studyesktbpmental
disorders (see Spencer, Thomas & McClelland, 2fi0% general introduction to the
approach). We begin by offering a brief backgrotmthe approach and a description
of some of its core aims. We then step through eerdetailed example in order to
demonstrate a key virtue often extolled of dynatrsgatemsthat complex

behaviours of a system can emerge as a conseqaédgeamic interactions during
development between a number of relatively simgmeponent processed/e

describe recent work in which dynamical systemsetodddressed issues concerning
the specificity of impairments in developmentalodders (Baughman & Thomas,
2008). Following on from the previous section, vge developmental dyslexia as our
focus and examine key issues related to the dejrgaecificity in the reading
disorder, and the neurocomputational conditionsriey deliver the observed

behavioural deficits.

Dynamical systems models are one of a number dienatical modelling
approaches that study change over time. These agipes are derived from
dynamical systems theofVhelen & Smith, 1994) and they include, for exémp

dynamic field theorygrowth modellingcatastropheheory,andpopulation
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dynamics The phenomena targeted by these approachesagdpes the time course
over which change is observed. For example, witihénstudy of infant sensory and
motor development, dynamic field theory has beeaus explain changes over the
millisecond and second range in children’s abiiityeach and control their
movements for objects (Spencer, Perone, & JohrZf)9; Thelen, Schoner, Scheier,
& Smith, 2001). Within the study of the developmehtanguage, growth modelling
has been used to study how children acquire voaapuver a period of days, weeks,
months and years (van Geert, 1991). Catastroplogythas been used to explore
changes over hours, days and weeks, in childrdnilisyato reason (van der Maas &
Molenaar, 1992). Population dynamics has been wsstlidy the effects of biological
and environmental variables on changes to populationbers, over years, decades

and centuries (Hofbauer & Sigmund, 1998).

Though these examples of dynamical systems aredjamicommon purpose unifies
them within the context of human learning and depeient — this is to understand
themechanicghat underlie change in complex systems and wdtlickv those
systems to alter their behaviour (i.e., to leard produce new behaviours). To
illustrate what we mean by ‘mechanics’, let us fyieonsider the example
mentioned earlier, of van Geert’s use of growth atloay. Van Geert (1991) was
interested in identifying the key influences ongaage development. He began by
simplifying the process of the development of vadaty to a component process,
defined by a single growth curve. The growth o$ ghiocess was constrained by a
number of variables, or parameters that relateflLljoa given, initial level of
linguistic proficiency, (2) the rate of linguistigowth, (3) the level of resources in the

environment, and (4) the level of environmentatifeseck. By testing the effects of
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small manipulations to these parameters, van Geewwed how in a single model
(representing a single learner) the trajectoryeMetopment could be dramatically
altered. Additionally, van Geert demonstrated hbihteractionbetweertwo

models (i.e., two learners) also had markedly ceffi¢ effects on the two models’
developmental outcomes. In particular, he found aheombination of supportive and
competitive interactions between models best sitadllanguage growth. The
mechanics underlying dynamical systems may thuplgibe thought of as
comprising two aspects, firstly the variables (boitblogical and environmental) that
influence the development of component processessacondly the way that these
processes are organised and interact (hencefdettiae to as the system or network

architecture.

Dynamical systems approaches offer an advantagesouswork for researchers
interested in studying cognitive development beeais behavioural level, models
exhibit several features that closely resemble gharbserved in human development.
Dynamical systems models can exhibit profiles @inge that are non-linear, with the
emergence of new abilities often being precedepdnpds of marked instability.
Around these times of instability, behaviour idueihced both by previously learned,
latent knowledge and newer, active representabbkaowledge. Additionally,
significant changes in the performance of dynamuadlels often occur suddenly,
giving the appearance of stage-like transitionswveleer, analysis reveals that
increases in ability are due neither to the emerg@h new, more advanced
underlying processes, nor the restructuring oftexggrocesses. Rather, they are the
result of continuous change within the interactiohthe underlying properties of the

system.
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Dynamical systems models applied to the studyaldpmental disorders

Dynamical systems models provide a useful frameviarlexploring how the process
of development contributes to the emergence oitigsiland disabilities by virtue of
their distinction between the component procestassgstem, the variables that
influence their growth, and the nature of the iat#éions between those processes. To
explore the possible source of developmental dessrduch as developmental
dyslexia, we must establish what these mechanigbtrbe. To guide this search, we
turn to the literature pertaining to cognitive thes of developmental disorders. Here,
we find that one of the common assumptions ishigadulthood, cognition is
organised largely in modularmanner. That is, the range of cognitive abilitiest
humans come to develop is the product of a numibkemationally specialised
cognitive components. While we described the DR@ehm these terms, it was also
true of the triangle model of reading, in its distion between orthographic,

semantic, and phonological representations of kedgé.

Evidence for claims of functional specializatioe aften derived from studies of
adult patients who, following brain damage or dssgdnave been shown to exhibit
dissociations in their cognitive abilities. Thatbwases appear to show that the
cognitive system may become ‘fractionated’ has hesmal as the basis for developing
models of the normal adult cognitive architectiBbdllice, 1988). The use of
modular architectures to explain the causes ofldpugental disorders is an issue of
contention, inasmuch as they risk de-emphasisirgyen ignoring the developmental
process, as we saw in the previous section (se@l€edD97; Thomas & Karmiloff-

Smith, 2002; Thomas, 2006). Within modular accowhtdisorders, one finds that the
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root cause of a disorder is often explained in seofreither a ‘delay’ or, a ‘deficit’ to
the functioning of a single cognitive module, ocogess (illustrated in the application
of the DRC model to developmental dyslexia). Yattsmodular explanations rest on
two assumptions: (1) that the cognitive systenmhefahild is also modular, and (2)
that during the process of development, moduleipeleficits can persist without
compensation by or spread to other causally lirdagghitive processes. Both these
assumptions have been challenged (e.qg., Filippia&nloff-Smith, this volume;
Karmiloff-Smith, 1998). Whilst uneven profiles abgnitive abilities are often found
during childhood, current debates concern precisely deficits emerge and the true

extent of specificity of a deficit in a developmaindisorder.

The answers to these questions very much depetitearature of the cognitive
architecture present in children. For exampleritisted theories (of the sort inspired
by McClelland & Rumelhart, 1988) lead to doubtd thiay deficit, however domain
specific to begin with, could remain so across ttgwaent. In such theories,
cognitive processes are graded and interactivangebn the contribution of many
different components. Evidence from the neuros@smstipports the view that the
brain is highly interactive and capable of compénsdollowing some forms of early
damage (Thomas & Karmiloff-Smith, 2002; Thomas, 208etween the extremes of
fully modular and fully distributed theories lien@us positions that propose more
limited degrees of cognitive differentiation. Foaenple, hemispheric specialisation
may be important even if functions are interactw#hin each hemisphere, as
evidenced by the emergence of laterality effedis aiilateral brain damage in the
domains of language (Bates & Roe, 2001) and spadgtition (Stiles, 2001). Some

accounts focus on the importance of a central érex(see e.g., Baddeley, 1996),
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while others emphasise hierarchical organisaticcognition (e.g., Anderson &

Lebiere, 1998).

Computational modelling once more provides the ofpaty to test the viability of
different theoretical accounts. By taking a modaejlapproach, we can explicitly
assess the consequences of assuming a given ergtetéor the development of an
impairment. In the following illustrative examplee simplified the simulation of
developmental processes at the level of individoahponents in order to focus on
the implications of their interactivity in five Ige-scale architectures. The
simplification involved assuming that the developtnef a cognitive process can be
captured by a growth curve defined by a small numbparameters, including its
onset, rate of growth, and final asymptotic vaMariations in these parameters were
then used to depict heterogeneous underlying méaharand domains. By
postulating different global architectures (fullgibuted, hemispheric, central
processor, hierarchical, and modular, shown inf&@), we then examined the
consequences on development of damage that ipitiaflurred to a single process —
these are the conditions that modular theoriesqe®po be responsible for apparently

domain-specific developmental deficits like devehgmtal dyslexia.

A dynamical systems model
The dynamical systems model we used was basedauframework developed by

van der Maas and colleagues. Van der Maas et@6]2roposed a dynamical model
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of the development of intelligence. It simulatedjcitive development for a number
of different components via non-linear growth cuwrwe a fully connected system

(depicted in Figure 4).

A fundamental feature of the model is that allle# processes within the system co-
operate throughout development. Unique parametdpsguide the development of
individual processes, but development is also @rfaed dynamically by the
performance of all other processes. These interatiesult in mutually beneficial
and positive influences over development. Henaenibdel was referred to as the
‘mutualism’ model. The following coupled differeatiequation specifies the
dynamics of the mutualism model.

X IK

J

dx _ !
—=ax(l- x/K)+a M;x
dt n
T
jH
The mutualism equation was derived from populatipmamics and theotka-
Volterra equation. The equation states that at each potirhe (t) the change in the
performance levet of a given process(dx) is a product of the sum of the
interaction weights of each procgssith which it is functionally connected\/tiiXiXi),
multiplied by the rate of growth of procasgai) times the current level of
performance of proces divided by the asymptote level for that procd$s.(For

each process, changesXnat each time step are constrained by the perfarengand

thus the individual properties) of all other praesto which it is connected. Because
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the parameters that influence the model’'s behadoairelatively few (i.e.a, K and
X) and because the functional architecture can pkceky specified via a matrix of
functional connectivityi1), we considered the model to be a useful frameviark

investigating issues surrounding specific developadeémpairments under various

architectures.

Due to the fact that the model necessarily sitsfatrly high level of abstraction, one
consequence is that it becomes more difficult twidiate what each of the model
parameters relates to, in termsspecificbiological, or environmental factors. At this
level of simplification, the model parameters reflargely a blend of influences from
both. For instance, the growth) (of a given cognitive process may likely be
influenced by both biological and environmentakéas. On the other hand, the initial
level (x) of a process (which may be initially constraitdgrowth) may be primarily
dependent on environmental input. The capacitymbaessk) may be influenced
both by environmental and biological factors, dmel degree of interconnectivitij
may initially be largely dependent on biologicatttas, but susceptible to effects in

the environment.

Once a cognitive architecture has been specifieel noust decide where it is
appropriate to apply an initial deficit. Within dearchitecture, processes differ in
their interconnectivity, and thus are likely tofdifin the amount of influence they
exert on the development of the system as a wholdlustrate, take the following
comparison between the fully distributed model tredcentral processor model,
shown in Figure 3(a) and 3(c), respectively. Infidl distributed model one can see

that all processes share the same degree of contyedtherefore, the effect of
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damage to one process should be equivalent tdfédet ef damage to any other. In
contrast, in the central processor model, the @degfeonnectivity differs between
processes. Whereas the central process has thiegjn@amber of connections (it is
connected to all processes), the connectivity gfaher process is more limited
(each other process is connected only to the psesesithin the same cluster).
Within each architecture, therefore, the consege®n€ an initial deficit should vary,
depending on whether it is applied tpexipheralprocess (one with relatively fewer
connections) versuskayprocess (one with a relatively greater number of
connections). For each of the architectures gindfigure 3, we applied an initial
focal deficit to a single component, either toatset, growth rate, final asymptote, or
combinations of these three. We then traced trexisfiof the deficit separately on
both peripheral and key processes, over the folitecture as development
proceeded. Deficits were applied to the start stheepopulation of simulated
individuals, who had minor variations in the initalues of their onsets, growth

rates, and asymptotes, but all of whom shared aramomarchitecture.

An illustrative example of deficit spread versumpensation

With respect to developmental dyslexia, the mosinpnt result concerns conditions
where simulations produced lasting deficits fomayle process (corresponding, say,

to the GPC component in the DRC model). We fouladl &harge impairment (e.g., a
75% reduction of the normal level) to just one pagter (theK parameter, asymptote
level) was sufficient to produce this outcome asithe range of models. We assessed
two additional propertie€Compensationvas assessed based on whether the

performance of the initially damaged process whahiy different to if it had
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developed in isolation, unconnected to any othecgssDeficit spreadwas assessed
based on whether the performances of the initialigamaged processes were reliably
different to those same processes in the normakibBajure 5 depicts the
developmental profiles for each of the individuedgesses for each architecture. Blue
lines show the trajectories of each process imtreally developing models and red
lines show the trajectories of each process inldpveentally disordered models.
Horizontal dashed lines depict the level of perfance that is predicted for the level
of damage, were the process to develop in isolaind against which the action of

compensation was gauged.

Unsurprisingly, in the modular architecture, eadyective damage to a single process
resulted in a dramatic drop in the performancellethat process. Also of no
surprise was the fact that in the modular modelrthially unaffected processes
developed normally. Due to the lack of interconivitgt the modular network
exhibited no spread of deficit and equally, offeredcompensation to the damaged
process. In this case, an early deficit would tteisud truly specific impairment. The
pattern was different in the other four architeeturAs the process of development
unfolded, the effects of early damage to a singbegss were not isolated. Figure 5
illustrates the extent of deficit spread for eatthe architectures (shown via the
lower-than-normal developmental trajectories fatially unaffected processes) and
compensation (where performance for the damagezmkpsovas above the level

predicted).
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Notably, while the performance of the damaged camepbin the latter architectures
was significantly lower than the normal model, thesas no reliable difference in
performance between the initially undamaged praseand their normally
developing counterpartagainst the background of variability in the popida as a
whole That is, the spread of the deficit over developiweas masked by the fact that
the performance wasithin the normal rangéor the population, even though it was
below the level it would have been if the startoogditions in each system were
normal (see Figure 6). Superficially, the behavabprofile suggests that specific
impairments, of the sort reported in cases likeettgymental dyslexia, are possible
under a variety of neurocomputational conditionsluding those that did not specify
a modular functional architecture; in fact, in nmodular, interactive cognitive
architectures, the effects of the damage were rtemgrspecific but instead were
widespread and subtle, with the system’s dynametsrohining the degree of deficit
spread and the amount of compensation followinty éarms of damage. The
implication of these findings is that if the furartal architecture of cognition in the
child is not modular, then a range of other cogaitiomains outside the primary
deficit may show subtle deficits, even under candi where that the initial deficit

began as more restricted (see also, Williams and, lthis volume).

Computational simulations of this kind have thegpdial to reconcile views of the

apparently specific nature of behavioural impairtaen disorders such as
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developmental dyslexia with those that posit tlgdly distributed nature of
cognition. The task of narrowing down the rangearididate architectures requires
the combined efforts of empirical (both behaviowadl neurosciences) and
computational approaches. For example, if it weeedase that current assessment
techniques do not detect the subtle developmefitaite of a deficit in one domain
on other cognitive domains, then a good startingtpeould be to utilise more
sensitive behavioural measures of the apparentipalty functioning domains.
Indeed, studies aimed at refining the methodsdsessing children’s cognitive
abilities are underway (see e.g., Bornstein, 2Relzazadeh, Wilding, & Cornish,
2011). By more accurately profiling the abilitiefschildren, it may be possible to
eliminate some architectures from enquiry. Conveggvidence from the
neurosciences will be invaluable in this matter. &wmample, studies targeting whole-
brain patterns of activity are beginning to identtie causal, functional relations
between cognitive domains (see e.g., Bressler &advieR010; Hu et al., 2011; Jolles,

van Buchem, Crone, & Rombouts, 2011; Menon, 2010).

Indeed, some of this work has suggested that tih&ifunal architecture of cognition
may be organised according to the propertiesdll-world networksSmall-world
networks offer another example of a dynamical sygtewhich a network consists of
a number of component processes, between whickagyang amounts of
connectivity. While each process is causally relateeach other process, their
influence can be exerted via shorter or longeryays. Interactions between any two
processes can take place either via direct cororectr via pathways employing
variable numbers of intermediate nodes. In the ohseegular small-world network

shown in Figure 7(a), where a regular relationgxists for all processes,
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connections are limited to processes that areewdr other. Longer-range
interactions will require many intermediate nodasther cases, shown in Figure
7(b) and 7(c), small-world networks exhibit addi@&randomconnections. The
effect of these random connections is a shorteoiqaths, and thus more direct

influence between processes from diverse aredgedyistem.

The dynamics of small-world networks has been stlith a variety of contexts (e.g.,
social networks and in the spread of disease inlptipns). However, their relevance
here comes from the use of brain-imaging techniqubgh have demonstrated that
distributed patterns of activity resembling smatifld networks underlie a range of
cognitive activities (Boersma et al., 2011; Fameet al., 2009; Fransson, Aden,
Blennow, & Lagercrantz, 2011; van den Heuvel & RP8I10). In these cases, the view
that is emerging is that cognition is comprisedegfions of highly connected
processes or ‘cortical hubs’ (Achard, Salvador, MHer, Suckling, & Bullmore,
2006) and regions where connectivity between pseEses more diffuse. The
functional differences in the properties of theseworks have been examined in
disorders such as Alzheimer’s disease (Stam €2@)9), schizophrenia (Liu et al.,
2008) and attention deficit hyperactivity disord@DHD) (Wang et al., 2009). Our
current simulation work is extending dynamical syss modelling of developmental

deficits to small-world scenarios.
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Despite these advances, the challenge of modadtitige level of cognitive
architectures is to understand for a given disoeaectly how widespread the
neurocomputational differences are in the atypyaddiveloping brain, and how the
effects of these differences unfold through thadaties of the developmental

process (see also, Filippi & Karmiloff-Smith, tiwslume).

Forthcoming work in the modelling of developmentaldisorders

The previous models have captured developmentalideh terms of
neurocomputational limitations to the representetior processing within associative
learning systems. However, there are other typésaohing which provide alternative
candidate pathways for developmental deficits. Retement learning involves
learning cognitive operations, actions, or sequencactions that maximise rewards.
It is possible that individuals with disorders fiddferent aspects of their
environments rewarding compared to typically depigg children. This in turn may
change the way children with disorders interachwaind attend to their environments
and indeed, the subjective nature of the environsienwhich they are exposed. One
example comes from the domain of eye gaze behavigpically developing infants
learn to use the direction of their caregiver’'segaz predict where to find interesting
objects in the immediate environment. Infants amtticen with autism tend to avoid
looking at caregivers’ eyes, leading to disruptionthe development of dyadic (two-
person) interactions. By contrast, in WS, infamtd ehildren seem captivated by the
faces of caregivers, yet they show deficits indiganteraction, where there is failure
to establish shared attention between child antt aduan object. Triesch et al.
(2006) constructed a computational model of theetitgpment of infant eye-gaze

following based on reinforcement learning. In tmedel, the simulated infant learned
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that if she looked at her caregiver’s directioregé gaze, this might serve as a
predictive cue of where in the environment intengsbbjects might be found, which
the infant could then fixate. Through a sequencexpforatory behaviour in the
simulated environment, the infant came to maxirtiigereward she gained from
fixating her caregiver and from using the directadrher caregiver’s gaze to look at
rewarding objects around her. Triesch et al. thewisted two conditions of atypical
development, building in constraints from autisnheve faces are hypothesised to be
intrinsically less rewarding, and WS, where faaeshgypothesised to be more
rewarding than normal. In both cases, the simulatohts showed developmental
deficits in gaze following behaviour, where facesreveither avoided, so attenuating
caregiver eye gaze direction as a predictive cutxated for longer than normal, so
failing to move on to fixate objects in the envineent. In both cases, the atypical
reward conditions led to emergent deficits in tbegelopment of gaze following.
Notably, these two atypical models for autism an8,Wistinguished only by the
reward value attached to faces, looked very sinmléne early stages of development.
However, the small difference in the start statettea radical divergence between the
systems across development, until they exhibitey déferent behaviour. (See
Richardson & Thomas, 2006; Williams & Dayan, 20fot,related work modelling

reward learning in ADHD).

Kriete and Noelle (submitted) recently postulateat problems in reward-based
learning might contribute to deficits in executiuactioning observed in adolescents
and adults with autism. The authors used as thedetof normal development the
Cross-Task Generalisation (XT) model of pre-frortattex task control (Rougier et

al., 2005). The objective was to capture two piefesmpirical evidence regarding
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executive dysfunction in older individuals with esuat: perseverative errors on the
Wisconsin Card Sort Task (WCST) and normal perfareeeon the Stroop task. In
the WCST, subjects must show cognitive flexibiliyaltering the dimensions over
which they sort cards (e.g., by colour, by shajmejhe Stroop task, subjects must
respond to a single dimension of a stimulus andriganother potentially more
salient dimension. The original XT model combinedhboreinforcement learning and
associative learning to simulate performance oWWIEST and Stroop tasks, in adults

and in individuals suffering acquired frontal braimmage.

Kriete and Noelle pursued the hypothesis that depamay be reduced in autism,
thereby dysregulating the interaction of the mesozal dopamine system with the
prefrontal cortex (PFC). The dopaminergic neuranaitter system implements
reward-based learning in PFC. The postulated defiche reward signal in the XT
model affected a gating mechanism that destabisbedt-term PFC representations
supporting task performance. Destabilisation wasf@&eflexibility in behaviour,

since it opened the PFC to change its task cordigur. A change of task
configuration is crucial in WCST but is not requir@ the Stroop task. As a result,
the reduction in destabilisation in the autism ¢to led to perseverative behaviour
in a simulation of WCST (i.e., continuing to sdretcards by a dimension that was no
longer relevant) but did not alter performancetw $troop task. In addition, Kriete
and Noelle found that the WCST impairment was égeerging in the development of
the autistic model, because the PFC componentaatdpted the role of supporting
cognitive flexibility once associative mechanismm(elling posterior cortex) had
acquired relevant abilities. The model therefor@vjates a novel causal explanation

of why behavioural deficits in executive functiormyrbe late emerging in autism,

37



even though their primary cause (a reduction iradape) is in place throughout

development.

As the Kriete and Noelle paper illustrates, oneaatiyge of using computational
models based on principles of neurocomputatiohesopportunity to make links to
evidence from neuroscience. Ultimately, the caagplanation of a disorder will span
many levels of description. The known genetic baésome disorders (such as the
genetic mutations in disorders like Down syndrome @/S) and the high heritability
observed in behaviourally-defined disorders (suchwism and dyslexia) implies
that the lowest level of description will be geneWet there are puzzles that arise
from genetic accounts of disorders. One of thedieaisgenetic mutations and gene
variants are often only probabilistically assoaiagth behavioural outcomes
observed in disorders. There must be other riskpgogctive factors that modulate
the relationship between a given genetic causaranbehavioural phenotype
observed in a disorder. Moreover, some common ganants have been associated
with more than one disorder (e.g., developmentajuage impairment and autism;

Vernes et al., 2008).

A new simulation approach based on population miodethas begun to investigate
the probabilistic nature of the causes of develogaialeficits. Population modelling
involves simulating large numbers of individualgiargoing both typical and atypical
development. Apart from the hypothesised caushetiisorder, the framework
includes the possibility of population-wide varaatiin the neurocomputational
properties of all children, as well as variationshe quality of the environment to

which all children are exposed. One model utiligimg approach, by Thomas,
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Knowland and Karmiloff-Smith (2011), evaluated thgothesis that autism may be
caused by disruptions in connectivity occurringidgisynaptic pruning. During
development, the brain initially produces exuberamnectivity, which is
subsequently pruned back in childhood. This giteshrrain greater plasticity in early
development, to adapt to the environment in whidimds itself, while saving on
metabolic resources later in development. Howaf/ére pruning process is too
aggressive, rather than just removing spare cortipotd resources, it can comprise
the neurocomputational properties of the systemeven lead to regression in
behaviour. Notably, Thomas et al. found that theseaof the disorder in their
networks (over-aggressive synaptic pruning) intechevith other dimensions that
varied in the general population, such as the ataiutcomputational resources, the
rate of learning, and the richness of the leareimgronment to which the individual
was exposed. These risk and protective factorsol@dprobabilistic relationship
between the (in the model, known) cause of therdesaand its manifestation in
behavioural deficits. Moreover, the authors denramstl how a direct cause of one
disorder (e.g., slow development) could be a régtdr for another (e.g., slow
development makes the effects of aggressive synpptning worse). This would
explain why there should be shared causal facsush(as gene variants) between
different disorders: the shared factor indexescthese of one disorder and the
elevated risk (but not direct cause) or anothesh8p (2006) recently advocated that
researchers move to an explanatory framework oéldpmental disorders based on
risk and protective factors, rather than necessadysufficient conditions. Population
modelling is a new approach that is consonant thithshift to viewing causal factors

as probabilistic against a background of variabilit

39



Lastly, population level models also permit a cdasation of the effects of variations
in the quality of the environment. Thomas, Ronaid Borrester (submitted) recently
modelled the effects of socio-economic status (SESanguage development at the
population level, evaluating the idea that one Wy SES might operate on
cognitive development is via a manipulation of &meount of information available to
the child. This model generated the novel predictimt SES should be statistically
associated with good developmental outcomes i@l but not with bad
developmental outcomes. Empirical data from theuesttipn of inflectional
morphology (Bishop, 2005) offered direct supporttfos novel prediction. Crucially,
because the operation of the model was understio@es possible to show that this
asymmetric statistical relationship was misleadPgor environment did indeed
cause poor developmental outcomes in the model.edexybecause a range of other
neurocomputational factors could also compromiseld@mental outcomes, the
unique statistical predictive power of the envir@mhwas lost. By contrast, for a
good developmental outcome, all factors must baldoe., a good learning system
and a good environment). Presence or absence df$g8 then becomes more
uniquely predictive. In this way, the implementedaianistic model offered a deeper
understanding of causal relations than that availddsough simply identifying

correlations between behaviour and factors in therenment.

Using models to investigate intervention

Implemented computational models of developmergétits provide the foundation
to explore possible interventions, and indeed afiowa much wider range of
interventions to be considered than in human stavlere there are both practical

and ethical limitations. Nevertheless, work on dated interventions has been
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relatively limited so far, the greater focus havbegen on building accurate models of
the disorders themselves. The model of dyslexraanling offered one example of a
simulated intervention. Harm, McCandliss and Sebweg (2003) demonstrated how
improving the internal structure of poor phonol@jiepresentations via training on
component sounds of whole words was successfulfpmaving the subsequent
acquisition of mappings between print and soune. fhledel in addition
demonstrated why such an intervention was moretefiebefore the start of literacy
training — once the system started to learn magguegween orthography and poorly

structured phonology, these bad mappings weretbardlearn.

A number of questions are brought to the fore imsadering simulated interventions
in a developmentally disordered system. First, wlgecognitive system has an
atypical processing property, can this be normdlsethe intervention? Second,
where there has been a history of developmenttivélatypical property, can the
consequences of this development be undone? Intppiartelates to how the
plasticity of the target cognitive system changék age. Third, should the
intervention target atypical processing propertiiesctly, or should it operate through
exposing the child to a differently structured teag environment? Fourth, if it is not
possible to normalise the processing propertigketystem by an intervention (so
that the child cannot feasibly hope to master geats of a target domain), which

subset of behaviours should be optimised?

These questions can be illustrated by some examplédse model of dyslexia

discussed above, it was possible to normaliseyters by intervention — training to

improve phonological awareness altered phonologegaiesentations sufficiently for
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normal mappings to be learned between orthograptiyphonology. However, the
consequences of a history of atypical developmemewarder to undo — the
intervention was less successful if literacy acdtjois had already commenced. In the
Thomas, Knowland and Karmiloff-Smith (2011) modehatism, which simulated
the disorder via over-aggressive pruning of corninastin an artificial neural

network, normalisation would not be possible —dbenectivity was permanently
lost. In this model, interventions could only aiongenerate the best behavioural
outcome that the altered connectivity pattern walllol. Direct interventions that
target atypical processing properties might beiptesss the future. Researchers
working with animal models of Down syndrome havearted that a drug
intervention that reduced (excess) neural inhibitroa mouse model led to improved
learning on a novel object recognition task (Fedearet al., 2007). Nevertheless, one
might expect most interventions to operate via gimgpthe child with differently
structured learning environments — perhaps thasesttaggerate key dimensions of
the task to be learned, or focus on prototypichblv@urs. One key challenge to be
addressed is how such behavioural interventionsuaacessfully generalise beyond
the items used in the intervention itself. Giveattheneralisation is a much-studied
dimension of computational learning systems, &risdeal challenge to be addressed
by computational models of developmental disordershort, the modelling
approach holds great promise to study and pretfetteve interventions and work is
indeed underway in a number of labs, but the amgbrbas yet to deliver substantial

results.

Conclusion
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In this chapter, we outlined the advantages offégedomputational modelling in
advancing our understanding of the causes of dpuedatal deficits. By
implementation, models force greater specificatinrtheoretical proposals, and test
their viability. They generate novel testable pcéidns, and allow the model system
to be evaluated in new conditions, for examplestd possible interventions. We
considered examples from language and reading a@weint, and from disorders
including SLI, dyslexia, autism, and WS. We congedeindividual cognitive
systems, large-scale cognitive architectures, aredactions between reward-based
learning and associative learning. We outlinedniéw approach of population
modelling to investigate risk and protective fastarodulating the relationship
between disorder cause and behavioural outcomeughout, central to our
argument has been that explanations of developigefiaits need to focus on the
nature of the developmental processes itself (Kaffismith, 1998), and that

computational modelling offers the means to do so.

Of course, a computational model can never dematestinat a proffered explanation
of a developmental deficit is the correct one. Medan only demonstrate that a
given account is a viable one. And, as we pointgdearlier, by their nature, models
will always contain simplifications, which can umdg®me circumstances,
compromise their applicability. Despite their mgritesearchers should be cautious in
evaluating models. For example, a number of questiight be asked of any
computational model of a cognitive process: (1) Holast are the target data that
are being simulated? (2) Does the model leavemukay psychological, neural, or
environmental constraints? (3) Does the model aelanything irrelevant or

incorrect in its implementation that is instrumeimgproducing the target behaviour?
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And (4), does the model unify a range of empireféécts and/or produce testable

predictions?

Although they must be interpreted with caution,lvedieve, nevertheless, that
computational models have great potential to compld behavioural and
neuroscience methods in understanding the causisartlers, and ultimately, in
identifying the best interventions to remediateribgative consequences of these

disorders on the developing child.
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Figure captions

Figure 1 Architecture of the Multiple Inflection Generai®IG), which integrates
multiple cues to output the phonological form ohtamt words appropriate to the
sentential grammatical context (Karaminis & Thon210). The model has been
applied to simulating the acquisition of inflectadimorphology in English and in
Greek, for both typically developing children artdldren with SLI (Karaminis,

2011).

Figure 2 (a) The non-developmental Dual-Route Cascadecehaddeading

(Coltheart et al., 2001). (b) The ‘triangle’ moad¢lreading development (Seidenberg

& McClelland, 1989).

Figure 3 Candidate architectures for multi-component cigmisystems

Figure 4 The mutualism model, applied to the study of disos (Baughman &

Thomas, 2008)

Figure 5 Developmental trajectories for each architectdigtjinguishing between

key and peripheral processes

Figure 6 A simulated typical developmental trajectory wihper and lower bounds
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Figure 7 The connectivity of ‘small world’ architecturgs) connections are limited
to processes that are near each other; (b) ansnfall-world networks with

additional random connections that shorten pathways

61



Figures

62



Figure 1.

Phonological form of inflected word

Simulation

Reduced pfocessing of SLI

capacity,

Internal
representational Weaker phonological
resource represeptations

Lexical semantic
information class inflection given
grammatical
context

Phonological form of word stem

63



Figure 2
Speech

(a) T
| Phonological output
/ A
Phonological
/ Output lexicon

7'y Grapheme-Phoneme

Semantics conversion rules
v

Orthographic
Input lexicon
\ Letter Units

A

Visual Feature Units

T

Print

(b)

Internal Internal
representational representational
resources resources

Orthography Phonology

: Internal
Print representational Speech
resources

64



Figure 3

(a) Fully distributed

(b) Hemispheric ' } (c) Central processor

Peripheral

Peripheral
beginning dlc end

(d) Hierarchical M\_.@r_, § @
(e) Modular |Jé/ (lé/ lxlé/" \5_ N @

65



U7/
N KEI\E




Figure 5

Architecture Analysjs of peripheral deficit Analgf key deficit

ged

Distributed All processes equal
g i Damaged
; -Predicted level* — — — —
' Normal T Normal

Hemispheric

Processes in
damaged hemi

Performance
Performance

E] 0 150 0 %0 30

Time

Normal .«

central 7 Nolrmal flanking

g g
Central processor  £. Damaged bamaged  Flabking
5 Peripheral s s
E; st 5 central processes
: = — —§— —Predicted level — — — —
- —Predicted level — — — + .
) 50 100 150 200 250 300 o ° 10 s 20 0 0
Time Time
: * Normal
! ) End
. "
Hierarchical i T ¢
E £ Damaged
g, /" Normal d g . E
5 " 5 nd
Rt Begin Begin & s
: / - —Predicted level — — — =
- Predicted level
% 50 100 50 200 250 0 50 100 150
Time Time
s
.
.
o | Normal
Modular i All processes equal
2
L 2
&’ Damaged
"
- Predicted Ievel—/_--
o
k e W ® H m

67



Figure 6

2JUBWLIOLIBY

Time

68



Figure 7

(b)

(@)

69



