Will potential output grow in the future at a 4 percent annual rate, as several of the more optimistic business economists assume, or at the pathetic 1.8 percent annual rate assumed into the distant future by the trustees of the Social Security Administration?1 Put differently, will real GDP in seventy-five years be 20 times its current level or a mere 3½ times? Academic research on future supply-side issues has focused mainly on the causes of the post-1995 productivity growth revival, but the growth rate of potential output is of independent interest. Variations in four factors—population growth, labor force participation, the unemployment rate, and hours worked per employee—can create significant differences between the long-run path of potential output and that of trend productivity growth. These differences matter for numerous issues,
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1. A long-term real GDP growth path of 4 percent a year and a 4 percent permanent unemployment rate are endorsed in Glassman (2002) and displayed in his figure 4. The long-run real GDP growth path in the Social Security projections tapers down from 3.0 percent to 2.0 percent between 2003 and 2015, rests at 1.9 percent from 2020 to 2040, and then falls to 1.8 percent between 2040 and 2080 (Board of Trustees, 2003, table V.B.2, p. 99).
including longrun fiscal policy, the solvency of entitlement programs, the balance of world saving and investment, and the role of the United States as an engine of growth for the rest of the world.

This paper has three goals. The first is to forecast growth in U.S. potential real GDP, not for the full seventy-five-year horizon of the Social Security trustees, but for the more modest but still daunting span of the next two decades. It brings together recent research both about productivity and about the likely future behavior of the other four factors, especially population growth, that matter for potential output growth. The need to predict future population growth in turn requires an exploration of the determinants of trends in fertility and mortality rates, as well as the likely future trend of net immigration into the United States.

The second goal of the paper, connected closely with the first, is to interpret the extraordinary productivity performance of the United States since 1995 and especially since mid-2000. Far from slowing in response to the 2001 recession and the collapse of investment in information and communications technology (ICT) after mid-2000, growth in labor productivity actually accelerated from an average of 2.56 percent a year between 1995:4 and 2000:2 to 3.46 percent a year between 2000:2 and 2003:2. Should a forecast of future productivity growth use as its precedent the average behavior of actual productivity growth over the past two years, the past eight years, or some longer interval?

The third goal of the paper, related to the first two, is to provide a new breakdown of past U.S. economic growth into its trend and cyclical components. In assessing long-term growth performance over some historical period, one would not want to include the portion of real GDP growth contributed by a sharp difference in cyclical conditions, for example between the 7.6 percent unemployment rate of mid-1992 and the 4.0 percent rate of early 2000. This paper bases its cyclical analysis on an identity that links real GDP to productivity, the employment rate, and several other variables. This analysis uncovers important changes in cyclical behavior between the earlier postwar downturns and the two recent jobless recessions and recoveries (1990–93 and 2000–03). One particularly important difference is the strength of productivity growth and the weakness of payroll employment growth in both of the most recent episodes and especially the latest.

To predict the future, one naturally starts with the past. But how much of the past? This is not a question on which either economic or statistical
theory provides much guidance. Productivity growth was much faster after 1995 than between 1972 and 1995, but if one is trying to make forecasts twenty or more years into the future, the slow-growth period has at least some relevance, as do the more rapid growth periods 1950–72 and 1995–2003. Sometimes one has good economic reasons for looking at only part of history, believing strongly, for instance, that the economic dislocations of the Great Depression and World War II will not recur. When making demographic forecasts of future population growth, it is quite certain that fertility rates will never return to those of the baby-boom era of 1947 to 1963, when the average female of childbearing age had between three and four children. But is it possible to be so sure which decades into the past are relevant for predictions of immigration?

This paper of necessity is limited to data for the United States. But one should keep in mind the dimension of “American exceptionalism” that pervades international comparisons. In forecasting over a period as long as two decades, it is important to at least consider the possibility that the United States could become more like other developed countries in some aspects in which it has long been unusual, instead of continuing to diverge. The most important aspects of American exceptionalism in the recent past have been the productivity growth revival, the absence of a decline in hours of work per employee, the relatively high level of fertility, and the important role of immigration in maintaining population growth.

In examining the third topic, the separation of cycle and trend, I adopt a modern version of Okun’s Law and define potential real GDP as the output that the economy can produce at its nonaccelerating-inflation rate of unemployment (NAIRU), also known as the natural rate of unemployment. My analysis of cycles uses the output identity that links potential output to the employment rate and other variables. By estimating regression equations that explain changes in the employment rate and the other variables by changes in detrended real GDP, one can achieve a complete decomposition of each component of the identity into measures of trend, regular cyclical patterns, and residual terms that reveal unusual behavior not predicted by the regressions.

This three-way breakdown among trend, cycle, and residuals allows one to address a wide set of issues, including some unusual aspects of the economic boom of 1995–2000, the 2001 recession, and the recovery since late 2001, viewed both on their own and in comparison with past business cycles. For instance, why has payroll employment been so much weaker in 2002–03 than in 1991–92, the episode that launched the term “jobless recovery,” even though the unemployment rate is still well below its 1992 peak? Is this discrepancy partly due to a greater than normal downturn in the labor force participation rate (LFPR), suggesting a rise in discouraged workers? Have hours per employee held up better than usual, so that firms are hiring less because they are working their existing employees harder? Or is there a measurement issue in the form of unusual behavior in the ratio of employment as reported from the Bureau of Labor Statistics (BLS) payroll survey to that reported from the BLS household survey (the payroll-to-household employment ratio)?

The paper tackles the three goals in reverse order, beginning with the output identity and the econometric decomposition of trend and cycle. Using those results, the paper proceeds to discuss unusual aspects of productivity and employment behavior over the period 2000–03. Finally, armed with insights from these analyses, the paper proceeds to the two-decade long-term forecasts.

The paper begins by establishing notation and defining the output identity. The first examination of the data over the 1954–2003 period is based on defining log-linear trends through certain designated benchmark quarters (hereafter called the trends-through-benchmark, or TTB method) and examining the behavior of those trends for each component of the output identity. The next step is to go beyond the TTB detrending method with two alternative statistical techniques for estimating trends, the Hodrick-Prescott filter and the Kalman filter. A careful consideration of the differences and limitations of all three techniques leads to a hybrid concept of the potential output trend, based on a mix of all three methods.

Having established trends for each variable, I then reassess, for each component of the identity, the Okun’s Law coefficient using both a non-

4. Two of my previous Brookings Papers (Gordon, 1979, 1993) were limited to an examination of the trend and cyclical behavior of labor productivity. An additional paper (Gordon, 1984) explored the trend and cyclical behavior of the output identity but primarily limited its attention to the 1981–82 recession and the early phase of the 1983–84 recovery. Earlier uses of the output identity were by Clark (1983) and Woodham (1984).
statistical examination of peak and trough ratios of output to trend and a regression analysis. The regression analysis yields a distinction between normal cyclical behavior and residual, unexplained behavior that emphasizes the differences between the two jobless recoveries of 1991–92 and 2001–03 and previous cyclical episodes.

The econometric results, which reveal a substantial residual component in productivity and aggregate hours in 2001–03, raise both measurement and substantive issues. A central puzzle is the interpretation of rapid productivity growth after 2000 in the context of the crash of ICT investment along with the stock market. Was the role of ICT investment in the 1995–2000 productivity revival exaggerated, and if so, why? Balancing the overemphasis on ICT investment in the recent literature has been a neglect of other aspects of the post-2000 acceleration, including the delayed benefits of intangible capital, the intensity of corporate cost cutting, and increased outsourcing to foreign countries.

The paper concludes by discussing some issues involved in projecting the components of the output identity two decades into the future, with an emphasis on productivity, population growth, and changes in hours per employee. This section contains no econometrics, but rather introduces the kinds of decisions that must be made in carrying out such forecasts, as well as a set of forecast numbers intended to focus subsequent discussion rather than to provide precise and definitive answers.

**Trends, Cycles, and Residuals**

This section establishes the notation to be used throughout the paper and defines the output identity. It then explores which components of the output identity account for differences between the growth rates of output per capita and of productivity over time. Finally, it considers alternative methods of distinguishing trends from cyclical fluctuations in output and its components.

*The Output Identity: Notation and Definitions*

The output identity is equally useful for distinguishing the components of long-run growth in potential GDP and for assessing the cyclical behavior of Okun’s Law, the regular empirical relationship that allows
one to decompose fluctuations in output away from trend into fluctuations in the employment rate, productivity, the LFPR, and hours per employee. I begin with a simple version of this identity, which decomposes real GDP \((Q)\) into output per hour \((Q/A)\), aggregate hours per employee \((A/E)\), the employment rate \((E/L)\), the LFPR \((L/N)\), and the working-age population \((N)\).

\[
Q ≡ \frac{Q}{A} \cdot \frac{A}{E} \cdot \frac{E}{L} \cdot \frac{L}{N} \cdot N.
\]

At this stage I suppress time subscripts, since all of the variables in equation 1 and the subsequent versions of the output identity are contemporaneous. The right-hand side contains four elements that typically display procyclical behavior (albeit with different sets of leads and lags relative to total output), namely, output per hour, hours per employee, the employment rate, and the LFPR. One would expect no response of the working-age population \((N)\) to the business cycle.

The identity in equation 1 is a useful starting point but cannot be used for empirical analysis of cyclical issues, because it ignores the fact that productivity data are published on a quarterly basis only for the private business sector and several subaggregates, particularly the nonfarm private business (NFPB) sector. Also of interest are differences in the behavior of employment as reported by the household survey and by the establishment (or payroll) survey. These complications require that equation 1 be expanded to identify those variables that refer to the NFPB sector (designated here with a superscript \(B\)). Variables without superscripts refer to the total economy, except that total employment in the payroll survey is referred to as \(E^P\), to distinguish it from total employment as measured in the household survey \((E)\):

\[
Q ≡ \frac{Q^B}{A^B} \cdot \frac{A^B}{E^B} \cdot \frac{E^B}{L^B} \cdot \frac{L^B}{N^B} \cdot \frac{Q/E^P}{E^P} \cdot \frac{E^P}{Q^B/E^B} \cdot \frac{E}{E^B}.
\]

Equation 2 differs from equation 1 in the last two terms. The next to last term, which I call the “mix effect,” measures the ratio of output per payroll employee in the total economy to that in the NFPB sector. The final

5. The employment rate \(E/L\) is simply 1 minus the unemployment rate, that is \((1 – U/L)\).
term measures the ratio of employment from the payroll survey to that from the household survey.

To simplify the notation and allow for the subsequent treatment of growth rates and ratios of actual to trend, I take the logarithm of each factor in equation 2 and choose a single letter for each. This relationship states that, by definition, the logarithm of real GDP \((q)\) is equal to the sum of the logarithms of the following: output per hour \((p)\), hours per employee in the NFPB sector \((h)\), the employment rate \((e)\), the LFPR \((f)\), the working-age population \((n)\), the mix effect \((m)\), and the payroll-to-household employment ratio \((s)\):

\[
q \equiv p + h + e + f + n + m + s.
\]

Of interest are the growth rates of the components of equation 3 over longer or shorter intervals, the estimated trends of the components, and the ratios of actual to trend expressed as logarithms.

Using the same notation, I identify trends, ratios of actual to trend, and growth rates in the simplest possible way. The trend of the logarithm of real GDP \((q^*)\) is the sum of the same seven components as in equation 3 when each of the components, say, \(x\), is marked with an asterisk. The log ratio of actual to trend for each component \(x'\) also observes the identity in equation 3: \(x' = x - x^*\). The regression analysis below will study rates of change in quarterly data. Adding time subscripts, a rate of change is \(\Delta x_t = x_t - x_{t-1}\). The dependent variable in the regressions is the rate of change of the deviation of a variable from trend, \(\Delta x'_t = \Delta x_t - \Delta x^*_t\). Rates of change in the logarithms of actual values, of trend values, and of deviations from trend all obey equation 3.

Okun’s Law can be expressed in this notation either as a relationship among deviations from trend or as a relationship among rates of change. One can define \(k\) as the response of the deviations from trend of the employment rate relative to total output:

\[
k = \frac{e'}{q'}.
\]

The coefficient \(k\) was one-third in Okun’s original analysis. However, it has long been recognized that unemployment is a lagging indicator, and including both the current and the lagged reaction of unemployment and the employment rate brings the coefficient \(k\) up to roughly 0.4 in the new results presented below. If \(k = 0.4\), then cyclical movements in \(q'\) have
roughly 2.5 times the amplitude of cyclical changes in the employment rate \( (e') \), and the remaining fluctuations in \( q' \) by definition must occur among the remaining components of the output identity.

**Growth Rates between Benchmark Quarters**

My first use of the output identity is to see which components account for differences between the growth rates of output per capita and of productivity over time. To carry out this analysis, I need to choose intervals that are free of marked business cycle fluctuations. At this initial stage of simple data examination, I choose to calculate growth rates over intervals between certain “benchmark” quarters, which represent roughly the same stage of the business cycle. These quarters are those when the actual unemployment rate is equal to the NAIRU. In each business cycle, starting at the trough, the unemployment rate declines through the NAIRU and in the next recession rises back through the NAIRU; the benchmark quarters occur at the first of these events, the quarter when the actual unemployment rate first declines below the NAIRU. The one exception is the last benchmark quarter: 2001:2 was chosen because the recovery had started although the unemployment rate never rose above the NAIRU. Table 1 lists the benchmark quarters; their selection is discussed in appendix A.

Table 1 presents annual growth rates of real GDP and the seven right-hand-side components of the output identity for six intervals between benchmark quarters; thus each of the numbers in table 1 is interpreted as a trend growth rate. Also shown are growth rates for the “last two episodes,” that is, the most recent eight quarters of data during 2001–03 compared with eight similar quarters of the 1990–92 period. By definition, as in equation 3, the growth rates of the seven components on the right-hand side of the identity sum to the growth rate of real GDP in the first column.

Of the six periods between 1954 and 2001, the second (1963–72) stands out as having the most rapid growth in real GDP, propelled by rapid productivity and population growth, only partly offset by negative growth in hours per employee. The third period had much slower productivity growth but was notable for the fastest growth in the LFPR and

Table 1. Annual Growth Rate of Real GDP and Components of the Output Identity, 1954–2003
Percent

<table>
<thead>
<tr>
<th>Period</th>
<th>Real GDP growth</th>
<th>Output per hour*</th>
<th>Hours per employee*</th>
<th>Employment rate</th>
<th>LFPR</th>
<th>Working-age population</th>
<th>Mix effect*</th>
<th>Employment ratio*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Between benchmark quarters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1954:4–1963:3</td>
<td>3.51</td>
<td>2.72</td>
<td>−0.16</td>
<td>−0.02</td>
<td>0.03</td>
<td>1.43</td>
<td>−0.27</td>
<td>−0.22</td>
</tr>
<tr>
<td>1963:3–1972:2</td>
<td>4.07</td>
<td>2.54</td>
<td>−0.44</td>
<td>−0.02</td>
<td>0.33</td>
<td>1.80</td>
<td>−0.62</td>
<td>0.49</td>
</tr>
<tr>
<td>1972:2–1978:3</td>
<td>3.43</td>
<td>1.72</td>
<td>−0.60</td>
<td>−0.06</td>
<td>0.73</td>
<td>1.94</td>
<td>−0.38</td>
<td>0.08</td>
</tr>
<tr>
<td>1978:3–1987:3</td>
<td>2.69</td>
<td>1.20</td>
<td>−0.26</td>
<td>0.00</td>
<td>0.41</td>
<td>1.39</td>
<td>0.06</td>
<td>−0.12</td>
</tr>
<tr>
<td>1987:3–1994:4</td>
<td>2.71</td>
<td>1.48</td>
<td>−0.01</td>
<td>0.06</td>
<td>0.23</td>
<td>1.08</td>
<td>−0.42</td>
<td>0.28</td>
</tr>
<tr>
<td>1994:4–2001:2</td>
<td>3.21</td>
<td>2.11</td>
<td>−0.31</td>
<td>0.19</td>
<td>0.02</td>
<td>1.24</td>
<td>−0.61</td>
<td>0.57</td>
</tr>
<tr>
<td><strong>Last two episodes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990:3–1992:3</td>
<td>1.32</td>
<td>1.95</td>
<td>0.01</td>
<td>−1.04</td>
<td>0.10</td>
<td>1.07</td>
<td>−0.26</td>
<td>−0.50</td>
</tr>
<tr>
<td>2001:2–2003:2</td>
<td>2.21</td>
<td>4.52</td>
<td>−0.46</td>
<td>−0.92</td>
<td>−0.27</td>
<td>1.20</td>
<td>−1.03</td>
<td>−0.83</td>
</tr>
</tbody>
</table>

Source: See appendix A.

a. Data are for the nonfarm private business sector.
b. Ratio of output per employee in the economy as a whole, from the payroll survey, to that in the nonfarm private business sector.
c. Ratio of employment from the payroll survey to that from the household survey.
in population of any period, partly offset by the fastest rate of decline in hours per employee of any period. After 1978 there was slower growth in productivity, the LFPR, and the population, causing average annual output growth to fall to 2.69 percent in 1978–87 and 2.71 percent in 1987–94. Real GDP growth accelerated by 0.50 percentage point between 1987–94 and 1994–2001, somewhat less than the 0.63-percentage-point acceleration in productivity growth.

When one compares the most recent eight quarters with similar quarters in 1990–92, the biggest difference is that productivity growth has been 2.57 percentage points faster in 2001–03, but real GDP growth has been only 0.89 percentage point faster. This difference is primarily explained by the large negative values for the mix effect and the payroll–to-household employment ratio. Notice that, in all lines but the first in the top panel of the table, the growth rates of the mix effect and the payroll-to-household employment ratio are of the opposite sign, whereas in 2001–03 the two growth rates both had relatively large negative signs.

These points are made with a different arrangement of the same data in table 2. There the annual growth rates of real GDP per capita and productivity are shown in the first two columns and their difference in the third. By definition, this difference must equal the sum of the contribution of the three labor market variables (employment rate, the LFPR, and hours per employee) plus the sum of the mix and employment ratio effects. For the six intervals between benchmark quarters, the difference between real GDP per capita and productivity is relatively small. But for the last two episodes the difference is huge, –1.70 percentage points for 1990–92 and –3.51 percentage points for 2001–03. In both periods the explanation is roughly evenly divided between the labor market variables and the mix and employment ratio effects.

**Establishing Trends: Choosing a Methodology and a Parameter**

To examine the cyclical behavior of components of the output identity, it is necessary to divide actual changes into cyclical and trend elements. And to project the components over the next two decades, the best possible measures of trend behavior, especially in the recent past, are needed. The growth rates in table 1 represent the TTB method of detrending.

7. Here “per capita” means “per member of the working-age population,” not the usual “per member of the total population.”
Although useful in providing summary information about the growth rates of output and its components over a uniform set of historical intervals, these trends are less useful for the subsequent analysis. When the primary variable of interest is the rate of change of a trend, the TTB method generates instantaneous jumps up or down in this rate of change at the benchmark quarters, as in table 1. As a consequence of these jumps, the TTB method understates trend growth before a positive jump in a trend rate of change and overstates it after such a jump. To create trends that exhibit smooth rather than jumpy behavior in their rates of change, I consider two alternative techniques, the Hodrick-Prescott (H-P) filter and the Kalman filter.

The H-P filter is perhaps the most commonly used detrending method in macroeconomics, presumably because it allows the trend to move continuously and because it is easy to understand and to use in estimation. Its primary flaw is that the estimated trends from any given time series can exhibit wildly different behavior, depending on the smoothness parameter chosen, and that choice of parameter is entirely arbitrary. At one extreme, the choice of a parameter of unity yields a trend that exactly tracks every value of the series being detrended. At the other extreme, a parameter of infinity yields a single straight log-linear trend. Between zero and infinity, 

Table 2. Annual Growth Rate of Real GDP and Components of the Output Identity, Alternative Decomposition, 1954–2003

<table>
<thead>
<tr>
<th>Period</th>
<th>Growth in real GDP per capita</th>
<th>Output per hour</th>
<th>Difference</th>
<th>Contribution to difference</th>
<th>Labor market variables</th>
<th>Mix and employment effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>1954:4–1963:3</td>
<td>2.08</td>
<td>2.72</td>
<td>−0.64</td>
<td>−0.15</td>
<td>−0.49</td>
<td></td>
</tr>
<tr>
<td>1963:3–1972:2</td>
<td>2.27</td>
<td>2.54</td>
<td>−0.27</td>
<td>−0.13</td>
<td>−0.13</td>
<td></td>
</tr>
<tr>
<td>1972:2–1978:3</td>
<td>1.49</td>
<td>1.72</td>
<td>−0.23</td>
<td>0.07</td>
<td>−0.30</td>
<td></td>
</tr>
<tr>
<td>1978:3–1987:3</td>
<td>1.30</td>
<td>1.20</td>
<td>0.10</td>
<td>0.15</td>
<td>−0.06</td>
<td></td>
</tr>
<tr>
<td>1987:3–1994:4</td>
<td>1.63</td>
<td>1.48</td>
<td>0.15</td>
<td>0.28</td>
<td>−0.14</td>
<td></td>
</tr>
<tr>
<td>1994:4–2001:2</td>
<td>1.97</td>
<td>2.11</td>
<td>−0.14</td>
<td>0.10</td>
<td>−0.04</td>
<td></td>
</tr>
<tr>
<td>1990:3–1992:3</td>
<td>0.25</td>
<td>1.95</td>
<td>−1.70</td>
<td>−0.93</td>
<td>−0.76</td>
<td></td>
</tr>
<tr>
<td>2001:2–2003:2</td>
<td>1.01</td>
<td>4.52</td>
<td>−3.51</td>
<td>−1.65</td>
<td>−1.86</td>
<td></td>
</tr>
</tbody>
</table>

Source: See appendix A.

a. Per member of the working-age population.
b. Data are for the nonfarm private business sector.
c. Difference between the first and second data columns, equals the sum of the last two data columns.
d. Employment rate, LFPR, and hours per employee.
e. Defined as in table 1.
a relatively low value for the smoothness parameter creates a trend series that bends frequently in response to changes in the actual series and hence implies relatively small deviations of the actual values from trend; a high parameter value creates a relatively smooth trend and relatively larger deviations from trend. The other problem is that H-P filtering does not explicitly allow for cyclical variations that are distinct from variations in the trend.

The parameter endorsed by Robert Hodrick and Edward Prescott themselves is a relatively low value (1,600), which implies implausibly large accelerations and decelerations of the trend within each business cycle. For instance, Finn E. Kydland and Prescott use this parameter to conclude that the entire economic boom of the 1960s resulted from an acceleration of trend, rather than a deviation of actual output above trend. This conclusion ignores outside information, such as the fact that the unemployment rate was unusually low and the capacity utilization rate unusually high.

An alternative technique is the Kalman filter. This can be used to estimate time-varying coefficients in any type of time-series model, whether a complex multiequation model or a single equation. The application used here is even simpler, the estimation of a single time-varying coefficient in a single equation, without allowing the other coefficients in that single equation to change. Detrending methods make little difference for most of the components of the output identity, which tend to evolve smoothly over time, but detrending methods and parameter choices are crucial for productivity growth, which has well recognized cyclical components.

8. There is no justification for this parameter anywhere in the literature. The justification in the original H-P paper (Hodrick and Prescott, 1981) is simply stated as “our prior view.” The parameter 1,600 is the square of the ratio of a cyclical deviation from trend to the adjustment per quarter of that trend. In the authors’ example a 5 percent deviation of output from trend would cause the trend growth rate to adjust in the same direction by 1/8 percent per quarter, or ½ percent a year, or by 2 percent a year if that 5 percent output gap were sustained for four years. The value 1,600 is the square of the ratio of the cyclical component (5) to the per-quarter adjustment of trend (1/8): 1,600 = (5/0.125)². Applying this parameter to 1929–33 and assuming an initial trend growth rate of 3 percent a year, a sustained 25 percent output gap would cause the growth rate of potential output to decline from +3 percent a year in 1929 to –7 percent a year in 1933.


10. The technique originated in Kalman (1960). A complete (and highly technical) treatment of the filter is contained in Hamilton (1994, chapter 13). As Hamilton shows, the Kalman filter has many uses beyond the estimation of time-varying coefficients.
Hence my example of the estimation of time-varying coefficients with the Kalman filter explains the change in productivity growth (\( \Delta p_t \)) by a time-varying constant and any set of other explanatory variables (\( \beta X_t \)):

\[
\Delta p_t = \alpha_t + \beta X_t + w_t.
\]

The next step is to specify a time-series process for the time-varying productivity trend, and the most straightforward is a random walk:

\[
\alpha_t = \alpha_{t-1} + v_t.
\]

The error terms of this two-equation system are

\[w_t \sim N(0, \sigma^2); v_t \sim N(0, \tau^2).\]

In estimating this system a smoothness parameter must be specified to control the variance of the random walk process (\( \tau^2 \)), and this then allows a range of trend rates of change to be obtained, from very jumpy to very smooth, just as in the case of the H-P filter.\(^{11}\)

The two techniques share the weakness that the user must specify the smoothness parameter. The advantage of the Kalman filter is that any additional number of variables (\( X_t \)) in equation 5 may be specified to control for determinants of actual productivity changes that do not represent fundamental causes of changes in the trend; for example, the \( X \) variables could include changes in unemployment or the output gap, or dislocations caused by short-run events such as strikes or temporary changes in oil prices. In contrast, the H-P filter cannot by its design use any outside information, such as the fact that slow and even negative productivity growth in the early 1980s occurred at a time when the output gap was at a record negative level.

Here I compare alternative measures of the trend growth in productivity in two steps. The top panel of figure 1 compares the TTB method with several alternative H-P parameters, and the bottom panel compares a single H-P trend with two alternative Kalman trends. In the top panel the

\(^{11}\) Hamilton (1994, p. 400) provides an exposition in which the movement of the time-varying parameter(s) is governed by an adaptive process in which the current parameter is a weighted average of the lagged parameter and the mean value of the parameter, and the random walk model in equation 6 is a special case where the weight on the lagged parameter is unity. Hamilton cites Doan, Literman, and Sims (1984) as an early example of the use of the adaptive formulation.
Figure 1. Alternative Estimates of Four-Quarter Trend in Growth in Output per Hour, 1954–2003
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Source: Author’s calculations using data from Bureau of Labor Statistics.

a. H-P: Hodrick-Prescott filter; TTB, trend through benchmark.

b. Cyclical term is the current and four leading values of the change in the output gap (see text).
segments of the line labeled “TTB” plot the same set of productivity growth rates as are shown in the second column of table 1. The TTB trend growth rate is slightly above 2.5 percent a year during 1954–72, slows to 1.2 percent in 1978–87, and then rises to a final value of 2.1 percent in 1994–2001.12

The top panel of figure 1 contrasts the TTB trend with H-P trends using three different smoothness parameter values: the 1,600 parameter endorsed by Hodrick and Prescott and used by most H-P users, and two higher (smoother) parameters, 6,400 and 25,600. The excess sensitivity of the 1,600 parameter is evident in the crash dive of trend productivity in response to the back-to-back recessions of 1980–82, its soaring recovery in 1983–86, and then its milder dive during the 1990–91 recession. The 6,400 and 25,600 parameters present successively smoother versions of history, and the higher parameter exhibits little response to low economic output in 1980–82 and none to the 1990–91 recession. However, the higher 25,600 parameter has the disadvantage that its inability to “bend” causes it to date the productivity growth revival of the 1990s well before 1995, and it measures the productivity growth trend in 2002–03 at a relatively low 2.35 percent a year. As a compromise, I use hereafter the H-P filter with a parameter of 6,400, which produces a final mid-2003 value for trend productivity growth of 2.76 percent a year.

The bottom panel of figure 1 compares the H-P 6,400 trend with two versions of a Kalman trend based on a time-varying coefficient as in equation 5 above. As the additional explanatory variable set \(X_t\), I use the current and four leading values of the change in the output gap, which in turn is defined as the log ratio of real GDP to its TTB-based trend. I use leads rather than lags because a consistent feature of the data is that productivity leads output, which in turn leads aggregate hours of work; table 5 below regresses changes in hours on lagged changes in output and regresses productivity on leading changes in output.

The two Kalman trends in the bottom panel of figure 1 differ only in that one includes and the other excludes the output gap variable, thus allowing visual inspection of the impact of including the output gap as a piece of outside information that is unavailable to the H-P filter. The Kalman version that omits the output gap is remarkably similar to the

12. Figure 1 extrapolates the 1994–2001 TTB trend to 2003:2, thus ignoring any information on rapid productivity growth actually achieved between 2001:2 and 2003:2.
H-P 6,400 trend except in the last few quarters: it has a terminal value of 3.14 percent a year, considerably above the terminal H-P value of 2.76 percent a year. Both the no-output Kalman trend and the H-P trend exhibit virtually identical plunges in trend productivity growth in the 1978–83 period, corresponding to a period of negative growth in the output gap, whereas the with-output Kalman trend has a much smoother profile over the entire 1978–88 decade. Similarly, the no-output Kalman trend exhibits a hump in the 1963–68 period, as does the H-P trend, whereas the Kalman trend using the output variable displays a smoother pattern, registering a slower trend in 1962–68 when the output gap was rising and a faster trend in 1968–76 when the output gap was declining.13

In developing the Kalman trends shown in the bottom panel of figure 1, I considered numerous values of the smoothing parameter and based the choice on two criteria.14 First, the Kalman trend that omits the output variable behaves with uncanny similarity to the HP 6,400 trend, so that these two trends are consistent in their notion of smoothness. Second, the same Kalman smoothness parameter provides an optimistic interpretation of the 2002–03 surge in actual productivity growth and thus leans against the natural tendency to view the 2002–03 behavior skeptically. as an ephemeral event. The terminal value for the Kalman trend (using output) is 3.38 percent a year, and an alternative parameter that imposes additional smoothness yields a terminal value of 2.96 percent a year.15

Although the Kalman trend that includes the output gap variable might seem to be the best choice, it suffers from an important defect. Since the time-varying trend is estimated in an equation explaining the growth rate of productivity, the resulting growth trend provides no information on the level of the productivity trend or on the ratio of actual to trend at any particular time. Thus a central question—How far from the actual value was

13. For the full period through 2002:2, the Kalman filter that uses the output gap is based on the current and four leading values. The trend is extrapolated through 2003:2 using an alternative version based on the current and four lagged values.

14. Estimation was performed using the RATS DLM procedure, using a routine that was developed for this purpose with the help of Tom Doan, author of RATS. The “sv” parameter that controls the variance of the “v” error term in equation 6 was set alternatively at values of 1, 2, 4, 8, 16, and 32. The plots in the bottom panel of figure 1 and the Kalman trends used in the rest of the paper are based on setting sv equal to 16.

15. The Kalman trends in figure 1 are based on a smoothness parameter sv = 16, and the alternative result cited in the text, which imposes greater smoothness, is estimated with sv = 32. Note that the terminal value for the with-output Kalman trend in figure 1 occurs in 2002:2, because the four leading values of output are not available beyond that date.
trend productivity in mid-2003?—cannot be answered with this technique. The H-P filter, in contrast, is estimated on the level of productivity and thus generates both the level and the growth rate of trend productivity automatically, and, as the bottom panel of figure 1 shows, it estimates a substantially lower trend (and a higher ratio of actual to trend) in mid-2003 than does the Kalman filter.

In the end I have chosen not to rely exclusively on the Kalman filter version with the output variable but rather to create a trend that is an average of this Kalman trend and the H-P 6,400 trend shown in the same figure. To determine the level of the trend, I have imposed the constraint that the mean log deviation of actual productivity from trend over the period 1954:4 to 2003:2 is exactly zero; this constraint yields three series for the deviation of actual productivity from trend, shown in figure 2: one using the with-output Kalman series in figure 1, one based on the H-P 6,400 trend, and the average of the two. The time paths of the two alternative ratios of actual to trend are very similar, and because the H-P trend tends to respond to cyclical movements in the actual value more than the Kalman trend, the actual-to-trend ratio for the H-P series in figure 2 tends to lie “inside” the Kalman series (that is, closer to zero), as is evident in 1963–69, 1979–83, and 1993–2001.

Perhaps the most surprising conclusion from figure 2 is that both trend methods imply that the level of actual productivity was below trend throughout the entire period 1993–2001; the H-P ratio of actual to trend rises substantially above zero only in 2002–03, and the Kalman ratio is negative over the entire period between early 1993 and mid-2003. These results refute my earlier position that actual productivity was above trend in the late 1990s; that position was defensible based on data at the time, but the soaring growth of actual productivity in 2002–03 now pulls the estimated trend lines well above actual values for the late 1990s.

16. Considerable effort was devoted to estimating a level model for the Kalman filter in which the log-level of productivity was regressed on a time trend with a time-varying coefficient, on a constant, and on various combinations of the level and change of the output gap. The estimated trend growth rate of productivity had much too little variance, fluctuating between only 1.75 percent and 2.25 percent over the full forty-eight-year sample period, even at very low smoothness parameters. I regard those results as implausible, but further exploration of this issue would require building a more complex time-series model, which is beyond the scope of this paper.

For symmetry, the other components of the output identity are detrended by the average of the Kalman and H-P growth rate trends, using the same method and parameters. To save space, I do not plot the growth trends of these other components; the trends rise and fall smoothly, reflecting movements of growth rates over long periods that are summarized by the TTB trends in table 1. The single exception to using the average of the Kalman and H-P trends involves the employment rate. The trends should reflect what is meant by changes in potential output, or what the economy can produce when operating at the NAIRU. The NAIRU changes slowly in response to structural changes in labor market behavior and does not suddenly jump up or down in response to booms or slumps. The counterpart of the NAIRU in this analysis is the trend employment rate, which is simply one minus the NAIRU. This should evolve independently of the business cycle, and no smoothing parameter for the Kalman or H-P filter was found to achieve the desired degree of stability; in particular, the H-P 6,400 trend employment rate falls below 93 percent from
1980 to 1988 and to almost 92 percent in 1983, implying a NAIRU of 8 percent.

The desired stable behavior of the trend employment rate is, however, achieved when the TTB method is used, yielding the changes in the trend employment rate illustrated in table 1. The TTB trend is almost flat (table A1 in appendix A lists the unemployment rates in each benchmark quarter): it exhibits a slight decline between 1955 and 1978, the counterpart of the gradual upward creep of the NAIRU in that era, then stabilizes at about 94 percent through 1987 (the counterpart of a 6.0 percent NAIRU), and then gradually increases to 95 percent by 2001. This last is the counterpart of the decline of the NAIRU in the 1990s from 6 percent to 5 percent, which was evident in the early analyses of the time-varying NAIRU and has been validated since then.

Summary of Trend Choice and Implications for Real GDP

This discussion of the choice of methodology for trend estimation concludes that the average of a time-varying coefficient estimated with the Kalman filter and that estimated with the H-P filter with a parameter of 6,400 (instead of the conventional 1,600) provides nicely smoothed trend rates of change for six of the seven components of the right-hand side of the output identity. The level of the trend for each variable is established by imposing the constraint that the average ratio of actual to trend is equal to zero over the full period 1954:4 to 2003:2. The exception is the employment rate, where the TTB method is used to establish a trend series that has the desired resemblance to the NAIRU as estimated in recent studies of inflation behavior.

For two labor market variables, the employment rate and the LFPR, there is a special treatment of the trend in the two years after the final benchmark quarter (2001:2). In each case the trend is set equal to its value

18. The TTB method yields a trend employment rate series that is very close to the alternative of using a NAIRU series like that estimated by Eller and Gordon (2003). Since the two series are so close, simplicity dictates using the TTB method, already described here, rather than the Eller-Gordon series, which would require considerable additional explanation.

19. Early estimates of the time-varying NAIRU appeared in the same issue of the *Journal of Economic Perspectives* (Staiger, Stock, and Watson, 1997; Gordon, 1997). Updated estimates showing that the NAIRU leveled off at values slightly above 5 percent after 1999 are reported by Eller and Gordon (2003) and Staiger, Stock, and Watson (2001).
in that quarter; that is, its growth rate is zero. In each case this special treatment is justified to avoid treating the cyclical decline in these labor market variables as a trend rather than a cyclical phenomenon. Special treatment is not required in earlier episodes.

The trend in real GDP is simply the sum of the log trends in the seven component trends for the variables on the right-hand side of equation 3. The top panel of figure 3 shows the eight-quarter growth rate of actual real GDP and its trend, revealing that the real GDP trend avoids both the sharp step jumps of the TTB trend for real GDP exhibited in figure 1 as well as the excessive waviness associated with H-P trends. The bottom panel of figure 3 exhibits the log ratio of actual to trend real GDP, which clearly distinguishes the major output losses of 1981–83 from the intermediate episodes of 1957–58, 1960–61, and 1975–76 and the milder episodes of 1970–71, 1990–91, and 2001–03.

A New Decomposition Based on Okun’s Law

Before turning to a regression analysis that takes account of lagged reactions, I employ a crude but revealing technique to determine the contributions of the components of the output identity to cyclical fluctuations in output. For each of the periods between benchmark quarters, I determine the quarter when actual real GDP reached its highest log ratio to trend GDP and the quarter when that ratio was the lowest. Table 3 lists these peak and trough quarters along with the log ratios of actual to trend in those quarters for real GDP and the seven right-hand-side components of the output identity.

An Examination of Ratios of Actual to Trend

Does the actual-to-trend ratio for the employment rate equal roughly one-third of the actual-to-trend ratio for real GDP, as Okun’s original analysis would suggest? With two exceptions, the employment response in peaks lies in a narrow range between 30 and 37 percent of the actual-to-trend ratio for real GDP (fourth column of table 3 divided by the first column), not far from Okun’s initial value. But in troughs the response of unemployment is much greater, ranging from 49 to 59 percent, with the single exception of 1970:4. Taking all episodes, the average response is
Figure 3. Actual and Trend Growth in Real GDP and Their Log Ratio, 1954–2003
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Table 3. Peak and Trough Values of Actual-to-Trend Log Ratios of Components of Real GDP Growth, 1955–2003

<table>
<thead>
<tr>
<th>Quarter</th>
<th>Real GDP</th>
<th>Output per hour&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Hours per employee&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Employment rate</th>
<th>LFPR</th>
<th>Working-age population effect</th>
<th>Mix effect&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Employment ratio&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Peak quarters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1955:3</td>
<td>4.45</td>
<td>2.56</td>
<td>0.76</td>
<td>1.33</td>
<td>0.57</td>
<td>−0.24</td>
<td>−0.72</td>
<td>0.18</td>
</tr>
<tr>
<td>1966:1</td>
<td>5.67</td>
<td>3.44</td>
<td>1.74</td>
<td>1.78</td>
<td>−0.60</td>
<td>−0.07</td>
<td>−0.69</td>
<td>0.08</td>
</tr>
<tr>
<td>1973:2</td>
<td>3.99</td>
<td>3.30</td>
<td>0.87</td>
<td></td>
<td></td>
<td>−0.14</td>
<td>0.14</td>
<td>0.49</td>
</tr>
<tr>
<td>1978:4</td>
<td>2.69</td>
<td>2.15</td>
<td>0.33</td>
<td>0.15</td>
<td>0.91</td>
<td>0.36</td>
<td>−1.41</td>
<td>0.21</td>
</tr>
<tr>
<td>1989:1</td>
<td>2.29</td>
<td>−0.10</td>
<td>0.52</td>
<td>0.76</td>
<td>0.75</td>
<td>0.19</td>
<td>0.09</td>
<td>0.08</td>
</tr>
<tr>
<td>2000:2</td>
<td>2.90</td>
<td>−0.35</td>
<td>0.75</td>
<td>1.08</td>
<td>0.58</td>
<td>0.09</td>
<td>−0.41</td>
<td>1.16</td>
</tr>
<tr>
<td><strong>Trough quarters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1958:2</td>
<td>−4.60</td>
<td>−1.63</td>
<td>−1.26</td>
<td>−2.08</td>
<td>0.59</td>
<td>−0.22</td>
<td>1.31</td>
<td>−1.31</td>
</tr>
<tr>
<td>1970:4</td>
<td>−1.82</td>
<td>−1.32</td>
<td>−0.96</td>
<td>−0.17</td>
<td>0.30</td>
<td>−0.29</td>
<td>0.80</td>
<td>−0.18</td>
</tr>
<tr>
<td>1975:1</td>
<td>−5.00</td>
<td>−1.47</td>
<td>−1.37</td>
<td>−2.59</td>
<td>−0.39</td>
<td>0.22</td>
<td>0.46</td>
<td>0.13</td>
</tr>
<tr>
<td>1982:4</td>
<td>−8.63</td>
<td>−3.20</td>
<td>−1.34</td>
<td>−5.08</td>
<td>−0.05</td>
<td>0.38</td>
<td>1.73</td>
<td>−1.07</td>
</tr>
<tr>
<td>1991:4</td>
<td>−2.54</td>
<td>−0.52</td>
<td>−1.07</td>
<td>−1.41</td>
<td>−0.29</td>
<td>−0.06</td>
<td>0.86</td>
<td>−0.05</td>
</tr>
<tr>
<td>2003:2</td>
<td>−2.78</td>
<td>0.94</td>
<td>−0.47</td>
<td>−1.37</td>
<td>−0.44</td>
<td>0.04</td>
<td>−0.52</td>
<td>−0.96</td>
</tr>
<tr>
<td>Average at peaks</td>
<td>3.67</td>
<td>1.84</td>
<td>0.78</td>
<td>0.99</td>
<td>0.34</td>
<td>0.08</td>
<td>−0.73</td>
<td>0.37</td>
</tr>
<tr>
<td>Average at troughs</td>
<td>−4.23</td>
<td>−1.20</td>
<td>−1.08</td>
<td>−2.12</td>
<td>−0.05</td>
<td>0.01</td>
<td>0.77</td>
<td>−0.57</td>
</tr>
<tr>
<td>Average, peaks and troughs (absolute value)</td>
<td>3.95</td>
<td>1.52</td>
<td>0.93</td>
<td>1.56</td>
<td>0.20</td>
<td>0.03</td>
<td>−0.75</td>
<td>0.47</td>
</tr>
<tr>
<td>Share of total change in real GDP</td>
<td>100</td>
<td>38.4</td>
<td>23.5</td>
<td>39.4</td>
<td>4.9</td>
<td>0.8</td>
<td>−19.1</td>
<td>11.9</td>
</tr>
</tbody>
</table>

Source: Author’s calculations using trend method discussed in the text and data described in appendix A.

<sup>a</sup> Data are for the nonfarm private business sector.

<sup>b</sup> Defined as in table 1.
27 percent for peaks and 50 percent for troughs, or 39 percent when peaks and troughs are averaged together (bottom line of table 3, fourth column).

Which other components of the output identity are most important in accounting for output fluctuations? The bottom line of table 3 shows that productivity makes almost the same contribution as the employment rate, with a response of 38 percent; hours per employee contributes 24 percent, and the LFPR only 5 percent. The mix and payroll-household employment ratio effects together contribute −7 percent, for a total response (net of rounding error) of 100 percent. These averages disguise varying contributions in particular episodes. In two peak and two trough episodes, the LFPR contribution has the wrong sign, helping to account for its small response in the overall average. In the last two peak episodes, the productivity contribution is negative, but in the final trough episode its contribution is strongly positive. Table 3 thus suggests that sometime after the mid-1980s the role of productivity in output cycles changed significantly.

A Dynamic Specification for the Components of the Output Identity

My primary interest in developing a dynamic specification suitable for regression analysis is to provide the best possible representation of average cyclical responses of the components of the output identity across forty-eight years of history. This will be the perspective taken subsequently to assess unusual aspects of the expansion of the late 1990s, the period of recession and early recovery after 2000, and, by way of comparison, the early recovery period of 1991–92.

Changes in deviations from trend and an error correction term. The point of departure for the dynamic specification here is work by Christopher Sims and my own earlier work on cyclical productivity issues.20 The dependent variable is each of the components of the right-hand side of the output identity (equation 2), which is transformed into log values as in equation 3. Each dependent variable is expressed as the first difference of the logarithm of the variable, say, \( x \), and the logarithm of its trend \( x^* \); in the notation introduced above, this is \( \Delta x^* \). This variable is regressed on a series of lags of the dependent variable and on the first differences of deviations of the logarithm of real GDP from its trend (\( \Delta q^* \)). The output deviation variable can in principle enter with leads, the

current value, and lags. The lags can be interpreted as reflecting adjustment costs and, for such components as the employment rate and the LFPR, delays in hiring and firing. The use of leads was introduced by Sims in his analysis of Granger causality between hours and output.\textsuperscript{21} I provide a separate treatment of the productivity component of the output identity, specifying the productivity-to-output relation alternatively as a regression with hours lagging behind output,\textsuperscript{22} or as productivity leading output.

Two additional variables are added to the traditional regression that relates the first differences of component deviations ($\Delta x'_t$) to first differences of output deviations ($\Delta q'_t$). The first is an error correction term. The concept of error correction has been linked to that of cointegration, which can be defined informally as the notion that a linear combination of two series—for example, the hours deviation and the output deviation—is stationary.\textsuperscript{23} When two such variables are cointegrated, a regression consisting entirely of differenced data will be misspecified, whereas a regression consisting entirely of level data will omit important constraints. The solution is to estimate a regression of the first difference of one variable on the first difference of the other, adding to the regression an error correction variable consisting of the lagged log ratio of one variable to the other.\textsuperscript{24} In my application of this technique, I impose stationarity on the error correction term by entering it as the lagged log ratio of actual to trend of the variable in question, whether it is productivity, the employment rate, or one of the other components of the identity. In summary, this specification explains the rate of change of a deviation from trend by the rates of change of the deviation from trend of the lagged dependent variable and of output, and the lagged \textit{level} of the deviation of the dependent variable from its own trend.

\textbf{THE END-OF-EXPANSION EFFECT.} In my 1979 paper, verified and extended in 1993, I identified a tendency in the late stages of a business expansion for labor input to grow more rapidly than can be explained by

\begin{itemize}
  \item \textsuperscript{21} Sims (1974).
  \item \textsuperscript{22} As in Gordon (1993).
  \item \textsuperscript{23} For a formal definition of stationarity and cointegration, see Engle and Granger (1987, pp. 252–53).
  \item \textsuperscript{24} A complete taxonomy of the possible forms of dynamic specification in a bivariate model is presented in Hendry, Pagan, and Sargan (1984, pp. 1040–49).
\end{itemize}
output changes.\textsuperscript{25} I dubbed this tendency toward overhiring the “end-of-expansion” (EOE) effect and argued that it was balanced by a tendency to underhire in the first two years or so after the end of the expansion. The dynamics of the EOE effect reflect overoptimistic forecasts and overhiring as the economy’s growth slows and finally halts at the end of an expansion, causing a squeeze on profits, followed by cost cutting, layoffs, and a reluctance to hire workers in the recession and first stages of the recovery.

Although originally developed to explain cyclical productivity behavior, the same phenomenon should show up in equations for some or all of the labor market variables. If overhiring holds productivity down at the end of expansions, that same overhiring should be evident in some combination of the employment rate, the LFPR, hours per employee, and perhaps even the mix and payroll-household employment ratio terms. It is particularly interesting to reassess the EOE effect in light of the apparent change in cyclical behavior of productivity since the mid-1980s previously discussed in connection with table 3.

The EOE effect is introduced into the dynamic specification through a set of seven dummy variables, corresponding to seven EOE episodes since 1955. These are not conventional dummies that take values of zero or 1; rather they are in the form $1/M$ and $1/N$, where $M$ is the length in quarters of the initial interval of excessive labor input growth, and $N$ the length of the subsequent correction. By forcing the sum of the coefficients on each variable to equal zero, any overhiring in the initial phase is subsequently corrected. Overhiring that is not balanced by subsequent underhiring will result in a small and insignificant coefficient on the EOE dummy and will either come out in the equation’s residual or in the coefficients on other variables.

In my 1993 paper I determined the dating of the EOE dummies by referring to the distinction between the business cycle as determined by the National Bureau of Economic Research (NBER) and the growth cycle. According to the NBER definition, an expansion ends when real output reaches its absolute peak. This can be distinguished from the earlier peak of the growth cycle, which occurs when output reaches its highest level relative to trend or potential output. My 1993 paper set the first $M$

\textsuperscript{25} Gordon (1979, 1993).
quarters as the period between the peak in the growth cycle and the peak of the NBER cycle. The timing and duration, $N$, of the subsequent correction period is determined by examining residuals in equations that omit the dummies entirely. The amplitude of the EOE effect is allowed to differ across business cycles by allowing the dummy variable for each cycle to have its own coefficient; subsequently I test whether these coefficients can be pooled into a single coefficient.  

Combining these explanatory variables, the basic equation to be estimated for the components of the output identity is

$$\Delta x'_t = \sum_{i=1}^{4} \alpha_i \Delta x_{t-i} + \sum_{j=0}^{4} \beta_j \Delta q_{t-j} + \phi x_{t-1} + \sum_{k=1}^{7} \gamma_k D_k + \epsilon_t.$$  

where $D_k = 0$ in all quarters except the EOE and subsequent correction period, which are as listed in table A2 in appendix A. Here the $\alpha_i$ are the coefficients on the lagged dependent variable; the $\beta_j$ are the current and lagged coefficients on the change in the real GDP deviation from trend; $\phi$ is the coefficient on the error correction term; and the $\gamma_k$ are the coefficients on the EOE dummies. The $\gamma_k$ coefficients are interpreted according to which dependent variable is being explained; labor market variables such as hours of labor input or the employment rate would be expected to have a positive EOE coefficient, whereas a regression with productivity as the dependent variable would be expected to have a negative coefficient.

**Estimation for Six Components of the Output Identity**

The results from estimating equation 7 are presented in tables 4 and 5. First, table 4 presents results for five of the identity components, that is, all of them except for productivity and population. Regressions for population are omitted because there is no reason to expect the working-age population to respond cyclically to changes in output, and indeed preliminary testing indicated no response, with adjusted $R^2$s in the vicinity of 0.01. Regressions for productivity are treated in table 5 and are given special attention, in view of the topical interest in the performance of produc-

26. Gordon (1993, p. 291, notes 33 and 34) discusses several arbitrary choices that were made in carrying out this definition of the $M$ quarters. This paper takes the definition of the EOE dummies from Gordon (1993), with a few minor changes of a quarter more or less. The $M$ quarters for the late 1980s are identical to the “early” EOE dummy discussed in Gordon (1993, p. 300).
Table 4. Regressions Explaining Cyclical Deviations from Trend in Output Identity Components

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Hours per employee&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Employment rate</th>
<th>LFPR</th>
<th>Mix effect&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Employment ratio&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagged dependent variable&lt;sup&gt;d&lt;/sup&gt;</td>
<td>–0.17</td>
<td>–0.23</td>
<td>0.18</td>
<td>–0.73**</td>
<td>–0.09</td>
</tr>
<tr>
<td>Output deviation from trend&lt;sup&gt;d&lt;/sup&gt;</td>
<td>0.29**</td>
<td>0.50**</td>
<td>–0.00</td>
<td>–0.32**</td>
<td>0.16**</td>
</tr>
<tr>
<td>Error correction term&lt;sup&gt;e&lt;/sup&gt;</td>
<td>–0.85**</td>
<td>–0.11*</td>
<td>–0.92**</td>
<td>–0.06</td>
<td>–0.34*</td>
</tr>
<tr>
<td>End-of-expansion (EOE) dummy variables&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1954–58</td>
<td>0.51</td>
<td>1.18**</td>
<td>0.11</td>
<td>0.33</td>
<td>1.30*</td>
</tr>
<tr>
<td>1959–62</td>
<td>0.42</td>
<td>0.19</td>
<td>0.85</td>
<td>0.64</td>
<td>–0.24</td>
</tr>
<tr>
<td>1968–71</td>
<td>0.74</td>
<td>0.97**</td>
<td>0.77</td>
<td>0.96</td>
<td>0.84</td>
</tr>
<tr>
<td>1973–76</td>
<td>0.73</td>
<td>1.30**</td>
<td>0.67</td>
<td>0.30</td>
<td>0.40</td>
</tr>
<tr>
<td>1978–83</td>
<td>–0.23</td>
<td>0.58</td>
<td>0.90</td>
<td>1.11*</td>
<td>0.51</td>
</tr>
<tr>
<td>1988–92</td>
<td>0.90</td>
<td>0.55</td>
<td>0.88</td>
<td>0.74</td>
<td>0.65</td>
</tr>
<tr>
<td>2000–03</td>
<td>–0.07</td>
<td>0.56</td>
<td>0.62</td>
<td>0.72</td>
<td>1.19*</td>
</tr>
</tbody>
</table>

Summary statistics:
- Adjusted $R^2$: 0.40
- Standard error of the estimate: 1.02
- Sum of squared residuals: 180

Addendum: all EOEs are constrained to be equal
- EOE: 0.39**
- Standard error of the estimate: 1.01
- Sum of squared residuals: 185

Summary statistics:
- Standard error of the estimate: 1.01
- Sum of squared residuals: 185

Source: Author’s regressions using equation 7 in the text and data from sources and methods described in appendix A.

<sup>a.</sup> * indicates coefficient or sum of coefficients is statistically significant at the 5 percent level, ** indicates significance at the 1 percent level.
<sup>b.</sup> Data are for the nonfarm private business sector.
<sup>c.</sup> Defined as in table 1.
<sup>d.</sup> Four lags are used.
<sup>e.</sup> Lagged log ratio of actual to trend of the dependent variable.
<sup>f.</sup> Values of the variables are in the form $1/M$ or $1/N$, where $M$ is the length in quarters of the initial interval of excessive labor input growth, and $N$ the length of the subsequent correction. See appendix A.
tivity during 2000–03 and the need for a forecast for productivity growth if one is to make projections of potential GDP growth over the next two decades.

The five dependent variables are each expressed as in equation 7 as the first difference of a log ratio of the actual value to the trend value. The coefficients are presented in rows corresponding to their order in equation 7, and the bottom three lines of the table provide alternative estimates (and summary statistics) of the $\gamma_k$ coefficients for the EOE effect that impose the constraint that all of these seven coefficients are equal.

Let us start with the employment rate results in the second column of table 4. The sum of coefficients on the output deviation is 0.50, substantially above the 0.39-percentage-point effect reported in the bottom line of table 3. The error correction term has the expected negative sign, indicating that a high value of the lagged ratio of the employment rate to its trend tends to push down the growth rate of the employment rate relative to its trend. All of the EOE coefficients have the expected positive sign, and three are highly significant, indicating that the employment rate was pushed up by overhiring in the late stages of expansion in 1955–57, 1968–69, and 1973–74 but was then pushed down by underhiring.

Scanning across the other four columns reveals a strong positive response of hours per employee and of the payroll-to-household employment ratio, and a strong negative response of the mix effect to cyclical output movements, but no significant response of the LFPR. All the error correction terms in these columns are significant, with the expected negative sign, except for the mix effect. Only scattered individual EOE coefficients are significant. However, when the EOE coefficients are forced to be equal, as at the bottom of the table, they are all significant and have the expected positive sign, except for the mix effect. I return to the implications of the EOE coefficients in table 4 after looking at the productivity results in table 5.

**Dynamic Equations for Aggregate Hours and Productivity**

In my previous papers, empirical equations did not explain labor productivity changes themselves but rather took the quarterly change in the log ratio of actual to trend aggregate hours of work as the dependent variable. Recall that, in the notation of equation 2 above, output per hour is

The denominator is aggregate hours of work, that is, NFPB employment times NFPB hours per employee. In this paper I estimate similar equations explaining aggregate hours and compare the results with those in my 1993 paper but also estimate symmetric equations that explain the quarterly change in the log ratio of actual to trend output per hour.

A familiar aspect of productivity dynamics is that $A^B$ responds with a lag to cyclical movements in $Q^B$, and this lagged adjustment of $A^B$ implies that productivity, the ratio $Q^B/A^B$, leads output movements. Although it is no problem to run a regression for productivity change with the specification of equation 7 in which leads on the output deviation term replace lags, this has the practical disadvantage that it prevents one from estimating the equation or providing residuals that cover a period of great interest, namely, the four quarters ending in 2003:2. In order to estimate productivity equations that can provide predicted values and residuals for these final four quarters, one can omit the leading values of the output deviation variable and include only the current value, or the current value along with several lags. As in table 4, the explanatory variables include four lags on the dependent variable, the current and four leads or lags on the change in the output deviation, and the error correction term defined as the lagged log ratio of actual to trend productivity. Since one would expect above-trend productivity to stimulate hiring, the error correction term should have a positive coefficient when aggregate hours is the dependent variable, and a negative coefficient when productivity itself is the dependent variable.28

Column 5-1 of table 5 reproduces results from my 1993 paper for a sample period ending in 1992:4.29 These are then compared in column 5-2 with the results for the same sample period and specification using currently available data. The coefficients in the first two columns should differ only as a result of data revisions in the intervening decade. These data revisions have indeed introduced several changes in the results. They have made the data more noisy, as indicated by the deterioration in goodness of fit. The sum of the coefficients on the lagged dependent variable and on the output deviation becomes larger in absolute value, and the error correction term, although also larger, is still insignificant. The EOE

28. Since the dependent variable in the aggregate hours equation is the change in the log output ratio of actual to trend, a trend for aggregate hours is needed Appendix A describes how it is developed.
Table 5. Regressions Explaining Cyclical Deviations from Trend in Aggregate Hours Worked and Productivity

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Aggregate hours</th>
<th>Output per hour</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5-1⁰³</td>
<td>5-2⁰³</td>
</tr>
<tr>
<td>Lagged dependent variable</td>
<td>-0.29*</td>
<td>-0.44**</td>
</tr>
<tr>
<td>Output deviation from trend</td>
<td>0.91**</td>
<td>1.13**</td>
</tr>
<tr>
<td>Error correction term</td>
<td>0.08</td>
<td>0.28</td>
</tr>
<tr>
<td>End-of-expansion (EOE) dummy variables</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1954–58</td>
<td>2.25**</td>
<td>3.28**</td>
</tr>
<tr>
<td>1059–62</td>
<td>1.95**</td>
<td>2.03*</td>
</tr>
<tr>
<td>1968–71</td>
<td>2.71**</td>
<td>2.82**</td>
</tr>
<tr>
<td>1973–76</td>
<td>3.24**</td>
<td>3.26**</td>
</tr>
<tr>
<td>1978–83</td>
<td>2.65**</td>
<td>0.71</td>
</tr>
<tr>
<td>1988–92</td>
<td>3.01**</td>
<td>2.65**</td>
</tr>
<tr>
<td>2000–03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Summary statistics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adjusted R²</td>
<td>0.83</td>
<td>0.79</td>
</tr>
<tr>
<td>Standard error of the estimate</td>
<td>1.50</td>
<td>1.66</td>
</tr>
<tr>
<td>Sum of squared residuals</td>
<td>309</td>
<td>366</td>
</tr>
<tr>
<td>Addendum: all EOEs are constrained to be equal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EOE</td>
<td>2.57**</td>
<td>2.40**</td>
</tr>
<tr>
<td>Summary statistics:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standard error of the estimate</td>
<td>1.49</td>
<td>1.68</td>
</tr>
<tr>
<td>Sum of squared residuals</td>
<td>…</td>
<td>389</td>
</tr>
</tbody>
</table>

Source: Author’s regressions using equation 7 in the text and data from sources and methods described in appendix A.

a. * indicates coefficient or sum of coefficients is statistically significant at the 5 percent level, ** indicates significance at the 1 percent level. Sample period for all regressions begins in 1954:4.

d. Same specification but using currently available data through 2002:2.
e. Four lags of the dependent variable are used, except in columns 5-5 and 5-6, where four leads are used instead.
f. Lagged log ratio of actual to trend of the dependent variable.
g. Values of the variables are in the form 1/\(M\) or 1/\(N\), where \(M\) is the length in quarters of the initial interval of excessive labor input growth, and \(N\) the length of the subsequent correction. See appendix A.
coefficient for the 1978–83 period declines sharply and loses statistical significance.

Column 5-3 extends the sample period by forty-two quarters, to 2003:2. The results change remarkably little: the coefficients are about the same, the standard error actually declines somewhat, and the EOE coefficient for 2000–03 provides a new example of the continued relevance of the EOE hypothesis, first developed almost twenty-five years ago. Column 5-4 uses an identical specification and sample period except for the omission of the EOE dummies, which raises the standard error of the estimate from 1.63 to 1.79 and the sum of squared residuals by 25 percent.

Column 5-5 covers the same time period as columns 5-3 and 5-4 but switches the dependent (and the lagged dependent) variable from the change in the hours deviation from trend to the change in the productivity deviation from trend, still within the specification of equation 7. The four lags on the output deviation are replaced with four leads. The productivity version in column 5-5 fits somewhat less well than the hours version, which is not surprising since productivity changes are more variable than changes in hours. Comparing column 5-5 with column 5-3, one observes that the use of labor productivity instead of hours as the dependent variable raises the statistical significance of all variables and increases the absolute value and the significance of all seven EOE dummy variables. As expected, the coefficients on the error correction term and the EOE dummies have opposite signs in columns 5-3 and 5-5.30

How should the coefficients on the output deviation be interpreted in the hours and productivity versions? The short-run response of hours to output is 1.07 in column 5-3, and this translates into a long-run response of 0.81 when divided through by 1 minus the sum of coefficients on the lagged dependent variable. This, in turn, gives a response of productivity change to output change of $1 - 0.81$, or 0.19.31 The same arithmetic implies a long-term response in column 5-5 of 0.33, and this larger response presumably reflects to some extent the simultaneity of the output and productivity variables. That is, running a regression of productivity change on current output change creates an upward bias on the output coefficient in column 5-5.

30. The leads are highly significant. The $F(4,181)$ ratio for the inclusion of the four leads is 6.03, compared with a 5 percent critical value of 2.42.
31. The long-run responses of 0.19 in column 5-3 and 0.33 in column 5-5 bracket the long-run response of 0.28 reported in Gordon (1993, p. 294).
The bottom three lines of table 5 again report results of a regression that forces the separate EOE coefficients to be identical across the six or seven EOE episodes. In each case one cannot reject the hypothesis that all the EOE coefficients are identical, and the case for equal coefficients is strongest in column 5. A nicely symmetrical result is that when the EOE coefficients are forced to be equal for the components of the output identity in table 4, the sum of these EOE effects across the five columns of the table is 2.81, very close to, and with the opposite sign from, the combined EOE effect on productivity of –3.00 at the bottom of column 5 in table 5.

How do the long-run responses of the components of the output identity to cyclical movements in output estimated in tables 4 and 5 compare with the crude peak and trough ratios developed in table 3? These results are brought together in table 6, which repeats the response coefficients from table 3 and both the short-run and the long-run responses derived from tables 4 and 5, shown alternatively for the versions of the equation.


<table>
<thead>
<tr>
<th>Component</th>
<th>From table 3</th>
<th>Estimate A</th>
<th></th>
<th>Long run</th>
<th>Estimate B</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Short run</td>
<td>Long run</td>
<td></td>
<td>Short run</td>
<td>Long run</td>
<td></td>
</tr>
<tr>
<td>Output per hour</td>
<td>0.38</td>
<td>-0.07</td>
<td>0.19</td>
<td>0.50</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td>Employment rate</td>
<td>0.39</td>
<td>0.50</td>
<td>0.41</td>
<td>0.50</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Labor force participation rate</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>Working-age population</td>
<td>0.01</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hours per employee</td>
<td>0.23</td>
<td>0.29</td>
<td>0.25</td>
<td>0.29</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>Mix effect</td>
<td>-0.19</td>
<td>-0.32</td>
<td>-0.18</td>
<td>-0.32</td>
<td>-0.18</td>
<td></td>
</tr>
<tr>
<td>Payroll-household employment ratio</td>
<td>0.12</td>
<td>0.16</td>
<td>0.15</td>
<td>0.16</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Sum of coefficients</td>
<td>0.99</td>
<td>0.56</td>
<td>0.82</td>
<td>1.13</td>
<td>0.96</td>
<td></td>
</tr>
</tbody>
</table>

Source: Tables 3, 4, and 5 and author’s calculations.

a. Estimate for the short-run response for output per hour is calculated from the coefficient on output deviation from trend from the aggregate hours equation (equation 5-3) in table 5; other short-run responses from table 4.
b. Estimate uses the coefficient on output deviation from trend from the output per hour equation (equation 5-5) in table 5 for the short-run response for output per hour; other short-run responses from table 4. Sample period ends in 2002:2.
c. Sum of coefficients on the output term divided by 1 minus the sum of coefficients on the lagged dependent variable.
d. For the nonfarm private business sector.

The bottom three lines of table 5 again report results of a regression that forces the separate EOE coefficients to be identical across the six or seven EOE episodes. In each case one cannot reject the hypothesis that all the EOE coefficients are identical, and the case for equal coefficients is strongest in column 5. A nicely symmetrical result is that when the EOE coefficients are forced to be equal for the components of the output identity in table 4, the sum of these EOE effects across the five columns of the table is 2.81, very close to, and with the opposite sign from, the combined EOE effect on productivity of –3.00 at the bottom of column 5 in table 5.

How do the long-run responses of the components of the output identity to cyclical movements in output estimated in tables 4 and 5 compare with the crude peak and trough ratios developed in table 3? These results are brought together in table 6, which repeats the response coefficients from table 3 and both the short-run and the long-run responses derived from tables 4 and 5, shown alternatively for the versions of the equation.

32. The \( F(5,138) \) ratio in column 5-2 is 2.06, compared with a 5 percent significance level of 2.27. The \( F(6,180) \) ratio in column 5-3 is 1.55, compared with a 5 percent significance level of 2.14. And the \( F(6,180) \) ratio in column 5-5 is 0.45, compared with the same 5 percent significance level of 2.14.
using hours as the dependent variable and that using productivity as the dependent variable. The response coefficient of the employment rate is quite stable across the columns of table 6, varying only from 0.39 to 0.50. Similarly, the coefficient on hours per employee is quite stable in a range of 0.23 to 0.29. Although the productivity responses appear to be quite inconsistent across columns, the long-run response of 0.33 in the last column of table 6 is not far from the response of 0.38 listed in the first column. The columns agree that the LFPR effect is unimportant, and the mix and payroll-household employment ratio effects taken together seem to suggest a negative response of about –0.03.

Productivity Growth in 2000–03: Trend, Cycle, and Residual

The above analysis provides the tools to determine how much of the rapid productivity growth since 2000 was predicted by the regression equation and how much emerges in the unexplained residual. I examine the results in three steps. First figure 4 presents a plot of productivity growth residuals. Then table 8 below compares the behavior of actual and predicted productivity growth in the initial 2002–03 recovery phase with that in the early stages of six previous business cycles. Finally, table 9 reports actual and predicted changes in all the components of the output identity over selected intervals, including 2000–03, showing to what extent productivity residuals are balanced by residuals in the opposite direction in other components of the output identity.

Figure 4 plots four-quarter averages of residuals from three different versions of the regression equation as specified in table 5. The line labeled “Aggregate hours” plots the residuals for the equation explaining the change in the hours deviation in column 5-3 of table 5, which includes the current value of the change in the output deviation and four lags. The figure reverses the signs of the residuals in the hours equation, because a negative residual for the change in detrended hours implies a positive residual in the change for detrended productivity.

The line labeled “Output per hour with lags” plots the residuals for the equation explaining the change in the productivity deviation in table 5, column 5-5, except that for this purpose I omit the lead terms on the output deviation in order to be able to compute residuals through to the final
quarter 2003:2, and instead substitute four lags. These two lines are almost identical, as they should be, and indicate a tendency of the specification to underpredict actual productivity growth during 1988–93, to overpredict it during 1994–99, and to underpredict it substantially during 2000–03. It is interesting to compare the residuals of the second equation in the 2000–03 episode with those in the previous recession and recovery in 1990–93. To do this I designate the recession quarters as beginning with the output peak and extending three quarters beyond, and the recovery quarters as the first seven quarters after the trough in real GDP. Table 7 reports the average residual during each interval for both the pro-

33. When four leads are included as in the version shown in table 5, column 5-5, the sample period of the regression must stop in 2002:2, one year before the end of the data. Substituting four lags for four leads raises the sum of the squared residuals (SSR) in column 5-5 from 533 to 576, and including only the current value with no leads or lags raises the SSR further to 604.
ductivity equation (with lags on the output deviation rather than leads) and the hours equation.

The residuals in the productivity and hours equations are similar to each other in each of the four episodes. Both recessions share in common that productivity growth was stronger than the equation can explain, another sign of the tendency, already noted in table 3, for the behavior of productivity to become less procyclical in the last two cyclical episodes. The big difference in these two business cycles is that the residual in the first seven quarters of the 2001–03 expansion is much larger than that in the first seven quarters of the 1991–92 expansion.

The line labeled “Output per hour without 2000–03 EOE effect” in figure 4 displays an alternative version of the productivity equation that is otherwise identical to the first except that the final EOE dummy variable covering the 2000–03 period is omitted from the equation (the six EOE dummies for the earlier periods are retained). The difference between the two lines illustrates the size and timing of the estimated EOE effect in the 2000–03 episode. The full equation including the EOE effect predicts substantially less productivity growth in 2000 and early 2001 and substantially more during 2002–03 than the equation that omits the EOE effect, and so it has larger positive residuals in 2000–01 and smaller positive residuals in 2002–03. Intuitively, the EOE coefficient “sees” the robust productivity growth of 2002–03, interprets that as a typical EOE reversal impact, and—because the sum of the EOE initial and reversal effects is constrained to be zero—it is forced to estimate a negative EOE impact on productivity growth in the initial period 2000–01 even though

### Table 7. Average Residuals of Productivity and Hours Equations in Recent Cyclical Episodes

<table>
<thead>
<tr>
<th>Episode</th>
<th>Productivity equation</th>
<th>Hours equation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recessions</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1990:2–1991:1</td>
<td>0.92</td>
<td>1.13</td>
</tr>
<tr>
<td>2000:4–2001:3</td>
<td>1.25</td>
<td>0.72</td>
</tr>
<tr>
<td><strong>Recoveries</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1991:2–1992:4</td>
<td>0.29</td>
<td>0.39</td>
</tr>
<tr>
<td>2001:4–2003:2</td>
<td>1.20</td>
<td>1.14</td>
</tr>
</tbody>
</table>

*Source: Author’s calculations.*

* a. Residuals from equation specified as in column 5-5 of table 5 except that data are through 2003:2 and four lags of the output deviation variable are substituted for four leads.

* b. Residuals from equation specified as in equation 5-1 of table 5 but with data through 2003:2.*
no such negative effect actually occurred. Taking the estimated EOE effect at face value, the unexplained component of productivity growth began to take off in mid-2000, about five quarters before the take-off became visible in the raw data. Recall that all these residuals are calculated for the deviation of productivity growth from a trend that is estimated to grow at a much faster rate than the consensus among academic economists only a few months ago: trend growth as estimated by the average of the H-P and Kalman filter results is 2.84 percent a year in 2000, 3.02 in 2001, 3.08 in 2002, and 3.05 in the first half of 2003.

The Early-Recovery Productivity Growth “Bubble”

Productivity growth was extremely rapid in the initial quarters after the trough of real GDP in 2001:3. But this is nothing new. A similar period of rapid productivity growth has been observed in the first few quarters of almost every postwar recovery, and in every case it has been followed by a return of productivity growth back to trend growth or even below trend growth in the subsequent phase of the expansion. This “early-recovery productivity growth bubble” is consistent with the EOE effect, for in the first few quarters of the recovery profits are still squeezed, and business firms are aggressively attempting to cut costs by reducing labor input.

Table 8 summarizes this little-noted cyclical phenomenon. The top panel reports, in the first column, the average growth rate of actual productivity relative to trend in the first four recovery quarters after each trough quarter for real GDP in seven cyclical recoveries going back to 1958. The bottom panel reports the same measure for the eight quarters following the first four quarters of the recovery. At the bottom of each panel is the average over the seven cyclical episodes. The remaining columns report averages over each interval of the predicted value from the productivity regression in table 5, column 5-5; the statistical contribution of the EOE dummy variables to that prediction; the prediction minus the EOE contribution; and finally the statistical residual.

The bottom line in each panel of table 8 shows the averages over the seven episodes in that panel and reveals a striking difference between the first four, “bubble” quarters of the average recovery and the following eight quarters. Productivity grows, on average, 2.69 percentage points a year faster than trend in the first four quarters but 0.11 percentage point slower than trend over the next eight quarters. This difference is almost
entirely captured by our dynamic model of cyclical productivity behavior, with an average residual of only 0.32 percentage point in the first four quarters and an even smaller 0.09 percentage point in the subsequent eight quarters. The predicted change in the first four quarters is 2.37 percentage point compared with –0.20 percentage point in the subsequent eight quarters.

How does the model explain the early-recovery bubble? As shown for the average of the first four quarters, about two-thirds of the predicted 2.37-percentage-point early-recovery productivity growth is attributable to the EOE reversal effect and the remaining one-third to the other variables, almost entirely the role of unusually rapid output growth in the first four quarters in stimulating rapid productivity growth. In the subsequent eight quarters, the EOE reversal effect and the remaining variables work
in opposite directions: the EOE effect continues to boost productivity growth, while slower output growth and the error correction term both hold down productivity growth relative to trend.

This history of cyclical recoveries puts the 2001–03 productivity performance into perspective. Relative to trend, the early take-off of actual productivity growth in the first four quarters after the GDP trough in 2001:3 was not unusual and in fact was roughly equal to the average in the previous six episodes. What was unusual is that the productivity equation could not explain most of this growth, and the residual for the first four quarters was 2.02 percentage points compared with an average of 0.32 percentage point. The estimated EOE effect was smaller in 2001–03, and actual real GDP growth was slower than trend, holding down predicted productivity growth. As measured by the residuals, the initial four quarters (2001:4–2002:3) were more unusual in historical context than the final three quarters. As noted previously, these comments on deviations from trend growth must be evaluated in the context of a robust trend slightly above 3.0 percent a year, which is even faster than the previous peak of trend growth in 1961–62.34

Labor Market Counterparts of Rapid Productivity Growth

Economists have marveled at the productivity growth data examined above, but their counterpart through mid-2003, a continual erosion of payroll employment, was a source of despair for many households, not to mention incumbent politicians. A virtue of the output identity used here is that one can use it to trace the unusual strength of productivity growth to unusual weakness in other elements of the identity. Table 9 does this for three subperiods: early 1985 to late 1995, late 1995 to mid-2000, and mid-2000 to mid-2003. All elements of the identity are listed in the same order as in table 3, and the final column sums the right-hand-side variables of equations 2 and 3.

Some of the special aspects of the past three years were already revealed in table 3, which examined the ratio of actual to trend behavior for these same eight variables. Now the statistical evidence presented above can be added in the form of predicted values and residuals, thus

34. The trend growth rate of productivity during the four quarters of 1961 was 2.95 percent a year; the fastest rate recorded by my technique was between mid-1948 and mid-1949, when it reached 3.15 percent a year.

<table>
<thead>
<tr>
<th>Episode</th>
<th>Real GDP</th>
<th>Output per hour&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Hours per employee&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Employment rate</th>
<th>LFPR</th>
<th>Working-age population</th>
<th>Mix effect</th>
<th>Payroll-household employment ratio</th>
<th>Sum of last seven columns</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>2.71</td>
<td>1.45</td>
<td>-0.07</td>
<td>0.13</td>
<td>0.19</td>
<td>1.08</td>
<td>-0.44</td>
<td>0.38</td>
<td>2.71</td>
</tr>
<tr>
<td>Trend</td>
<td>2.77</td>
<td>1.59</td>
<td>-0.04</td>
<td>0.04</td>
<td>0.23</td>
<td>1.13</td>
<td>-0.43</td>
<td>0.24</td>
<td>2.74</td>
</tr>
<tr>
<td>Ratio of actual to trend</td>
<td>-0.06</td>
<td>-0.14</td>
<td>-0.03</td>
<td>0.09</td>
<td>-0.04</td>
<td>-0.05</td>
<td>-0.01</td>
<td>0.08</td>
<td>-0.03</td>
</tr>
<tr>
<td>Predicted ratio</td>
<td>—</td>
<td>0.21</td>
<td>-0.04</td>
<td>-0.01</td>
<td>-0.18</td>
<td>—</td>
<td>0.06</td>
<td>-0.03</td>
<td>0.12</td>
</tr>
<tr>
<td>Residual</td>
<td>—</td>
<td>-0.35</td>
<td>-0.07</td>
<td>0.10</td>
<td>0.13</td>
<td>—</td>
<td>-0.07</td>
<td>0.11</td>
<td>-0.15</td>
</tr>
<tr>
<td>1995:4–2000:2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual</td>
<td>4.20</td>
<td>2.56</td>
<td>-0.04</td>
<td>0.38</td>
<td>0.22</td>
<td>1.29</td>
<td>-0.71</td>
<td>0.49</td>
<td>4.20</td>
</tr>
<tr>
<td>Trend</td>
<td>3.28</td>
<td>2.35</td>
<td>-0.17</td>
<td>0.12</td>
<td>0.04</td>
<td>1.24</td>
<td>-0.70</td>
<td>0.37</td>
<td>3.27</td>
</tr>
<tr>
<td>Ratio of actual to trend</td>
<td>0.92</td>
<td>0.21</td>
<td>0.13</td>
<td>0.26</td>
<td>0.18</td>
<td>0.05</td>
<td>-0.01</td>
<td>0.21</td>
<td>0.93</td>
</tr>
<tr>
<td>Predicted ratio</td>
<td>—</td>
<td>0.69</td>
<td>-0.19</td>
<td>0.36</td>
<td>-0.25</td>
<td>—</td>
<td>-0.09</td>
<td>0.06</td>
<td>0.54</td>
</tr>
<tr>
<td>Residual</td>
<td>—</td>
<td>-0.48</td>
<td>0.32</td>
<td>-0.11</td>
<td>0.43</td>
<td>—</td>
<td>0.08</td>
<td>0.15</td>
<td>0.39</td>
</tr>
<tr>
<td>2000:2–2003:2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Actual</td>
<td>1.50</td>
<td>3.46</td>
<td>-0.83</td>
<td>-0.78</td>
<td>-0.37</td>
<td>1.21</td>
<td>-0.68</td>
<td>-0.51</td>
<td>1.50</td>
</tr>
<tr>
<td>Trend</td>
<td>3.39</td>
<td>3.03</td>
<td>-0.42</td>
<td>0.04</td>
<td>-0.03</td>
<td>1.22</td>
<td>-0.65</td>
<td>0.19</td>
<td>3.38</td>
</tr>
<tr>
<td>Ratio of actual to trend</td>
<td>-1.89</td>
<td>0.43</td>
<td>-0.41</td>
<td>-0.82</td>
<td>-0.34</td>
<td>-0.01</td>
<td>-0.03</td>
<td>-0.81</td>
<td>-1.88</td>
</tr>
<tr>
<td>Predicted ratio</td>
<td>—</td>
<td>-0.75</td>
<td>-0.36</td>
<td>-0.79</td>
<td>-0.08</td>
<td>—</td>
<td>0.37</td>
<td>-0.68</td>
<td>-2.19</td>
</tr>
<tr>
<td>Residual</td>
<td>—</td>
<td>1.18</td>
<td>-0.05</td>
<td>-0.03</td>
<td>-0.26</td>
<td>—</td>
<td>0.40</td>
<td>-0.13</td>
<td>0.31</td>
</tr>
</tbody>
</table>

Source: Author’s calculations; see appendix A.

<sup>a</sup> Predicted values and residuals are from regressions reported in table 5, column 5-5, with four lags on the output deviation variable substituted for four leads. Output per hour data are for the nonfarm private business sector. Predicted values and residuals for other columns (except working-age population) are from the regressions reported in table 4.

<sup>b</sup> Output per hour data are for the nonfarm private business sector.
allowing a determination of how much of the observed change in the actual-to-trend ratio for each variable was normal cyclical behavior and how much was surprising in a historical context. To focus first on the bottom panel of table 9, the startling event of the past three years was that real GDP grew 1.89 percentage point a year slower than trend, whereas productivity growth grew 0.43 percentage point a year faster than its own accelerating trend. Balancing this differential was the fact that all the other components of the identity grew slower than trend; in order of size: the employment rate (−0.82 percentage point), the payroll-to-household employment ratio (−0.81 percentage point), hours per employee (−0.41 percentage point), the LFPR (−0.34 percentage point), and the mix effect (−0.03 percentage point).

My econometric analysis balances its large positive residual in explaining productivity growth relative to trend with a large negative residual on the mix effect and smaller negative residuals on the LFPR and the payroll-to-household employment ratio. In trying to understand the recent period, it is helpful to combine the mix and employment ratio effects; as in equation 2, these two effects when multiplied together become the ratio of real GDP per household employee to the ratio of NFPB output to NFPB payroll employees. The sum of the growth rates of these two effects is a change in the actual-to-trend ratio of −0.84 percentage point a year, with a predicted value of −0.31 percentage point and a residual of −0.53 percentage point. An examination of the components of these ratios suggests that the main issue is the behavior of payroll employment rather than the ratio of real GDP to NFPB output.35

This section has emphasized the unusual behavior of productivity growth relative to estimated trend productivity growth in the period 2000–03 and its counterpart in slow growth in hours of work. But productivity and hours were not the only unusual aspects of the post-1995 U.S. economy. Notably different from past business cycles was the unusual decline in the rate of capacity utilization from 83.6 percent in 1995 to 82.7 percent in 2000, during a period when the ratio of real GDP to trend

35. I have estimated a trend for the ratio $Q/Q^n$, which is steadily negative at a rate of about −0.4 percent a year over the past decade. This ratio is strongly countercyclical, since NFPB output declines relative to real GDP in recessions and in the early stages of recoveries. The cyclical increase in this ratio in 2001-02 was typical, indicating that the counterpart of unusual productivity behavior was unusual behavior of employment, not of the $Q/Q^n$ ratio.
was increasing from –1.2 to +2.3 percent. Capacity utilization in 2002 was lower than in any year since 1983, despite the much lower ratio of real GDP to trend in the earlier year (–6.2 percent compared with –1.8 percent in 2002). Linking the behavior of capacity utilization with that of productivity is the common theme of rapidly rising capacity to produce ICT investment. I now turn to the substantive puzzles posed by recent productivity behavior, in which ICT investment plays a central role.

**Explanations of Rapid Productivity Growth in 2000–03**

The second major task of this paper is to examine possible substantive explanations for the post-2000 productivity growth acceleration. The two most compelling hypotheses are, first, that an unusual degree of downward pressure on profits led to unusually aggressive cost cutting by firms, and second, that intangible capital acted as a source of dynamic adjustment in the response of productivity growth to a boom in ICT capital investment. The need to accumulate intangible capital in order to realize the potential of ICT investment can result in a delay of several years in the productivity benefits of that investment. It can also cause mismeasurement of the timing of productivity growth that contributes to explaining some of the post-2000 productivity growth acceleration. After examining these hypotheses, I assess several less important substantive issues, including outsourcing and changes in the structure of labor markets, as well as the hypotheses that payroll employment, hours per employee, or both, have been mismeasured to an unusual extent during the last few years.

**Cost Cutting and the Profit Squeeze**

Both productivity and profits are leading indicators. Because of lags in hiring and firing, productivity growth leads output, surging when output is growing rapidly and then slowing down as labor input catches up to output in the typical expansion. Late in the expansion, output growth slows, but overly optimistic expectations may lead firms to continue adding to labor input during this late-expansion slow-growth period, thus reducing productivity growth to a smaller positive or even a negative rate. Although some of this typical cyclical dynamic is captured by the adjustment lags in
my econometric equations for productivity and the other components of the output identity, the tendency to overhire in the last stages of the expansion goes beyond the simple dynamics of lagged coefficients on output changes, and this is what is captured by the EOE dummy variables discussed above.

Profits are related to productivity through the income shares of labor and capital. By definition, labor’s share is equal to real compensation per hour divided by output per hour. If increases in compensation lag behind productivity in the early phases of a cyclical expansion, labor’s share will decline and capital’s share will rise, and the rate of return on capital will rise even faster to the extent that the rising utilization of capital causes an increase in capital productivity. The cyclical expansion of the 1990s exhibited behavior typical of corporate profits as measured in the national income and product accounts (NIPA), which registered a near doubling of nominal profits between 1992 and 1997 followed by a decline between mid-1997 and early 2000, a slight further decline into 2001, and then a recovery in 2002 and early 2003 back to the 1997 nominal peak and beyond.

William Nordhaus contrasts the behavior of NIPA profits with that of S&P reported profits, which show a very different timing pattern, growing by 70 percent between early 1998 and early 2000 and then declining by more than half between early 2000 and early 2001. He attributes a substantial role in this “most unusual pattern” to a wide variety of shady accounting tricks to which corporations turned as they desperately attempted to pump up reported profits during 1998–2000 in an environment in which true profits were declining. In Nordhaus’s words, these tricks led to the “enrichment of the few and depleted pension plans of the

36. To be explicit, one can write \( W \) as the nominal wage rate, \( A \) as aggregate hours of work, \( R \) as nominal profit per unit of capital, \( K \) as the number of units of real capital, \( P \) for the GDP deflator, and \( Q \) for real GDP. When productivity \( (Q/A) \) grows faster than real compensation per hour \( (W/P) \), the share of labor \( (WA/PQ) \) declines while the share of capital \( (RK/PQ) \) rises. If rising capital utilization increases the productivity of capital \( (Q/K) \), then by definition the real rate of return \( (R/P) \) must rise more rapidly than capital’s income share.


many.” A further unusual aspect of 2001–02 was the extremely low ratio of S&P reported earnings to S&P operating earnings, primarily due to the one-time charges that firms take to correct for previous business or accounting mistakes. Overall, Nordhaus estimates that reported S&P earnings for 2001 were held down by about 30 percent by a combination of normal cyclical and extraordinary accounting impacts.

The unusual trajectory of S&P reported profits in 1998–2001 placed unusual pressure on corporate managers to cut costs and reduce employment. During the 1990s corporate compensation had shifted to relying substantially on stock options, leading first to the temptation to engage in accounting tricks during 1998–2000 to maintain the momentum of earnings growth, and then sheer desperation to cut costs in response to the post-2000 collapse in reported S&P earnings and in the stock market. The stock market collapse had an independent impact on the pressure for corporate cost cutting, beyond its effect on the stock-option portion of executive compensation, by shifting many corporate-sponsored defined-benefit pension plans from overfunded to underfunded status.

A plausible interpretation of the unusual upsurge of productivity growth in 2002–03, then, is that it was the counterpart of an unusual degree of pressure for corporate cost cutting, in turn caused by the role of accounting scandals and corporate write-offs that led to the unusual trajectory of reported S&P profits relative to NIPA profits. The unusual nature of recent corporate cost cutting has been widely recognized. As the Wall Street Journal put it:

The mildness of the recession masked a ferocious corporate-profits crunch that has many chief executives still slashing jobs and other costs. . . . Many CEOs were so traumatized by last year’s profits debacle that they are paring costs rather than planning plant expansions.39

This chain of causation from the profits “debacle” to the 2002–03 productivity surge seems plausible as the leading explanation of the unusual productivity behavior documented in previous sections. But it raises a central question: How were corporate managers able to maintain output growth while cutting costs so savagely? Why didn’t the massive layoffs cause output to fall, as it would have if productivity growth had stagnated? This

brings us to the central role of ICT investment in the post-1995 productivity growth revival and to the puzzle of explaining how productivity growth surged after 2000 even as ICT investment growth was collapsing along with corporate profits and the stock market.

Why Did Productivity Growth Accelerate after 2000 While ICT Investment Collapsed?

As shown above, productivity growth after mid-2000 was substantially more rapid than during the initial revival period of 1995–2000. Studies of the initial 1995–99 productivity revival period, most notably those of Dale Jorgenson and Kevin Stiroh, and Stephen Oliner and Daniel Sichel, attributed a large fraction of that revival to the production and the use of ICT equipment and software. In the case of Oliner and Sichel, the analysis included not only ICT capital, including software, but also the semiconductors that powered the hardware. This leads us to the paradox that productivity growth proceeded to a second stage of acceleration during 2000–03 just as the ICT investment boom collapsed.

Data on real investment in computers and other products with rapid relative price changes become increasingly more misleading as time extends past the base year in the NIPA, currently 1996. To avoid potential errors of interpretation, the correct measure of the importance of ICT investment is the nominal share of that particular type of investment in nominal GDP. For computer hardware, that share averaged 0.96 percent in 1997–2000 but then crashed to 0.71 percent in 2002 and by 2003:2 had recovered only to 0.77 percent. A more comprehensive measure that includes not just computer hardware but also software and “other” (mainly communications) equipment registered an average GDP share of 4.23 percent in 1997–2000, reaching 4.55 percent in 2000, and then fell to 3.83 percent in 2002 before recovering to 3.94 percent in 2003:2.

The Oliner-Sichel Decomposition

The most influential research supporting a large role for ICT investment in the post-1995 productivity growth revival appears in a series of papers by Oliner and Sichel (O-S). Their approach, presented in
Table 10, has attracted wide attention because of the clarity with which they distinguish the role of capital deepening of ICT capital (third line of table 10), that is, the benefits of rapid ICT investment to the users of ICT capital, from that of the production of ICT capital in raising the growth rate of total factor productivity (TFP) for the economy as a whole (tenth line). It is easy to follow the changes in the O-S results as new data emerge, because they are always presented in the same format, and because the same initial time period (growth rates from 1973 to 1995) is compared with the revival period (1995 to the latest year for which data are available).

Table 10 compares the initial (2000) O-S decomposition with their latest unpublished results, which extend the findings to 2002. The table first reports the growth rate of labor productivity and then subtracts the contributions of capital deepening and improvements in labor quality (education) to arrive at the growth rate of TFP. The capital deepening component is further subdivided into ICT and other capital and into three types of ICT capital. The resulting TFP growth rate is then decomposed into the role of the production of ICT capital and that of all other contributions to TFP growth.

Finally, table 10 adds two lines to the standard O-S decomposition. The two types of ICT capital contribution, ICT capital deepening and the TFP effect can be added together, as is done in the next to last line of the table. Then the total ICT contribution can be divided by the growth rate of labor productivity from the first line of the table to yield the total contribution of ICT capital to productivity growth and to the productivity revival, as shown in the last line of the table. Table 10 shows three different decompositions of the post-1995 productivity growth revival. The first, using data through 1999 (first three columns), is taken from the initial O-S paper, and the second uses the latest (revised) data for the same period (second three columns). Data revisions reduce the overall productivity revival while leaving the ICT contribution intact, and this boosts the contribution of ICT capital to the 1995–99 revival from 81 percent to 98 percent.

The third decomposition extends the endpoint of the data from 1999 to 2002 (last two columns of table 10). The revival in the growth rate of

42. There have been intervening analyses of data ending in 2000 and 2001 (see Oliner and Sichel, 2002); these are omitted to simplify the table and because the most recent results are of greatest interest.
Table 10. Decomposition by Oliner and Sichel of Growth in Labor Productivity, 1973–2002

Percent

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Labor productivity growth</td>
<td>1.41</td>
<td>2.57</td>
<td>1.16</td>
<td>1.41</td>
<td>2.36</td>
<td>0.96</td>
<td>2.61</td>
<td>1.20</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Contributions from:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capital deepening</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICT capital</td>
<td>0.77</td>
<td>1.10</td>
<td>0.33</td>
<td>0.72</td>
<td>0.98</td>
<td>0.26</td>
<td>1.20</td>
<td>0.49</td>
<td>0.51</td>
<td></td>
</tr>
<tr>
<td>Computer hardware</td>
<td>0.25</td>
<td>0.59</td>
<td>0.34</td>
<td>0.22</td>
<td>0.52</td>
<td>0.31</td>
<td>0.47</td>
<td>0.25</td>
<td>0.21</td>
<td></td>
</tr>
<tr>
<td>Software</td>
<td>0.12</td>
<td>0.27</td>
<td>0.15</td>
<td>0.12</td>
<td>0.33</td>
<td>0.20</td>
<td>0.33</td>
<td>0.21</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Communications equipment</td>
<td>0.08</td>
<td>0.10</td>
<td>0.02</td>
<td>0.08</td>
<td>0.09</td>
<td>0.01</td>
<td>0.13</td>
<td>0.05</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Other capital</td>
<td>0.31</td>
<td>0.14</td>
<td>-0.17</td>
<td>0.30</td>
<td>0.03</td>
<td>-0.26</td>
<td>0.27</td>
<td>-0.02</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Labor quality</td>
<td>0.27</td>
<td>0.31</td>
<td>0.04</td>
<td>0.27</td>
<td>0.30</td>
<td>0.03</td>
<td>0.25</td>
<td>-0.02</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Total factor productivity</td>
<td>0.36</td>
<td>1.16</td>
<td>0.80</td>
<td>0.42</td>
<td>0.98</td>
<td>0.56</td>
<td>1.15</td>
<td>0.74</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>Of which contributed by:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ICT and semiconductors</td>
<td>0.22</td>
<td>0.66</td>
<td>0.44</td>
<td>0.30</td>
<td>0.72</td>
<td>0.41</td>
<td>0.70</td>
<td>0.40</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>Other nonfarm business</td>
<td>0.15</td>
<td>0.50</td>
<td>0.35</td>
<td>0.11</td>
<td>0.26</td>
<td>0.15</td>
<td>0.45</td>
<td>0.34</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>Memorandum: Total contribution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>of ICT and semiconductors</td>
<td>0.67</td>
<td>1.62</td>
<td>0.95</td>
<td>0.72</td>
<td>1.66</td>
<td>0.94</td>
<td>1.63</td>
<td>0.91</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>As share of total change in</td>
<td>47.93</td>
<td>63.04</td>
<td>81.29</td>
<td>51.55</td>
<td>70.37</td>
<td>98.01</td>
<td>62.62</td>
<td>75.53</td>
<td>91.63</td>
<td></td>
</tr>
<tr>
<td>labor productivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Oliner and Sichel (2000, tables 2 and 4); data provided by Daniel Sichel, Federal Reserve Board, to the author.

a. Sum of contributions of ICT capital deepening and ICT and semiconductor contributions to TFP.
labor productivity increases from 0.96 to 1.20 percentage points, while the total contribution of ICT capital shows surprisingly little response to the decline in ICT investment discussed above. As a result, the contribution of ICT capital declines from 98 percent in the period ending in 1999 to 76 percent in the period ending in 2002.\textsuperscript{43} The spurt in productivity growth from 1999 to 2002 is more than explained by capital deepening in “other capital” and more rapid TFP growth contributed by sectors of the economy other than ICT and semiconductor capital. The puzzling absence of a decline in the ICT contribution as well as the upsurge in “other” capital deepening can both be traced to the same cause: the rapid decline in hours of labor input in 2001–02. Since all the capital deepening terms in table 10 represent the change in a capital-labor ratio times an income share of that type of capital, the apparent resilience of the ICT role disguises the fact that the ICT contribution by itself fell by half between 2000 and 2002, but this is dampened by the rapid decline in labor input.

\textit{Delay and Intangible (“Hidden”) Capital}

Drawing back from the details of table 10, one can take a broader view of the claim that, at least through 1999, virtually all of the productivity growth revival can be attributed to the production and use of ICT capital. This finding seems compatible with numerous studies, especially those of Jack Triplett and Barry Bosworth and of Nordhaus,\textsuperscript{44} which pinpoint wholesale and retail trade and securities trading as the industries outside of ICT manufacturing where the productivity growth revival is most evident. In these analyses the largest single contribution to the revival is capital deepening in ICT capital, and this is precisely the capital that has been used so effectively in trade and securities trading.

Nevertheless, several questions may be raised about the implication of table 10 that the post-1995 productivity revival, at least through 1999, resulted entirely from increased production and use of ICT equipment.\textsuperscript{45}

\textsuperscript{43} Data revisions released on August 7, 2003, would further reduce the ICT share of the 1995–2002 revival from 76 percent to 67 percent, allowing only for the revisions in labor productivity and assuming no revisions for any other figure in the final column of table 9.

\textsuperscript{44} Triplett and Bosworth (2002); Nordhaus (2002b).

\textsuperscript{45} One of the interim versions of the O-S decomposition went through an endpoint of 2001 and concluded that ICT capital overexplained the revival when dated as 1995–2001 (see Sichel’s discussion of Nordhaus, 2002b).
The O-S technique requires that the full productivity payoff from the use of computers occur at the exact moment that the computer is produced.\textsuperscript{46} Assuming no delay between production and installation, the computer produces its ultimate productivity benefit on the first day of use. Numerous observers, led by Paul David,\textsuperscript{47} argue instead that there is in fact a substantial delay in reorganizing business practices to take advantage of new hardware and software. If the O-S method fails to take such delay into account, it will exaggerate the contribution of ICT capital deepening to the post-1995 revival during the years of peak ICT investment. Then, in the period 2001–03 when ICT investment has declined, it will understate the contribution of ICT capital by omitting the delayed benefits from previous ICT investment. This would lead the method to underestimate the acceleration of TFP growth in the years of peak ICT investment and to overstate it during the period of declining ICT investment.

David’s delay hypothesis was based on a very general analogy between the invention of electricity and computers. Since his contribution was written, electricity, along with the internal combustion engine and computers—the three major inventions of the last 125 years that have wide and varied uses across industries—have been christened “general purpose technologies.”\textsuperscript{48} They have in common that they require complementary inventions and business reorganization to become fully effective. It took forty years for electricity to make a major impact on manufacturing productivity, because factories had to be reorganized and machines reduced in size to bring power to the individual workstation. The internal combustion engine required a massive investment in highways and airports to reach its full productivity-raising potential. The role of business reorganization and process improvement in the form of “intangible capital” that is complementary to ICT investment has been the focus of recent interpretations of the post-1995 productivity growth revival by Susanto Basu and coauthors (B-F-O-S) and by Shinkyu Yang and Erik Brynjolfsson (Y-B).\textsuperscript{49} Both groups of authors argue that measured investments in com-

\textsuperscript{46} Recall that the GDP statistics on which they rely measure output by production and treat any unsold goods as inventory accumulation, a part of GDP.

\textsuperscript{47} David (1990).

\textsuperscript{48} Bresnahan and Trajtenberg (1995).

puter hardware and software require complementary, unmeasured investments in intangible capital, including business reorganization, new business processes, retraining, and general acquisition of human capital. The direction of mismeasurement is the same as implied by the delay hypothesis for the O-S estimates: it overstates the extent of the productivity growth revival between 1995 and 2000 but understates it afterward.

The intangible capital hypothesis is intriguing, because it offers a possible explanation of the puzzling second acceleration of productivity growth after 2000, in the wake of the collapse in the ICT investment boom. Intangible capital is complementary to ICT and contributes to measured output. However, net intangible investment, which builds intangible capital, leads to an understatement of current-period output, because it is not counted in measured output even though the factor inputs required to produce it are counted. When the share of intangible investment is constant, this means that the amount of output credited to other, tangible factors and to total factor productivity is overstated by the percentage of output devoted to intangible investment, but there is little effect on growth rates or on the allocation of growth between factor inputs and TFP. However, when the share of output devoted to intangible investment is changing, the effect on measured productivity and its growth rate can be dramatic. A 1-percentage-point increase in the share of output devoted to intangible investment, say, from 3 to 4 percent, reduces measured output relative to total output almost point for point. If this increase takes one year, measured output growth is biased downward by 1 percentage point for one year; if it takes five years, the growth rate bias is one-fifth as large, or 0.2 percent a year.

How large might these hypothesized measurement effects be? As a rough approximation, assume that intangible ICT investment is of about the same magnitude as measured ICT investment. The ratio of total measured ICT investment to nominal GDP rose from 3.54 percent in 1995:3 to 4.59 percent in 2000:3 before falling back by about half its previous increase, to 4.01 percent in 2003:3. For a narrower concept of ICT investment, one that includes only computer hardware and software and excludes communications equipment, photocopiers, and other office equipment, the investment shares in these same periods were 2.03, 2.81, and 2.57 percent. (It is interesting that this burst of growth in the ICT share in the late 1990s was not unprecedented: the share of total ICT investment increased from 2.01 percent of nominal GDP to 2.98 percent
between 1978:1 and 1983:4.) To calculate the effects on the measurement of output and productivity, however, we need the growth in real rather than nominal investment. Over 1995–2000, tangible real ICT investment grew at a 17.7 percent average annual rate, or 13.7 percentage points faster than real GDP. With a 4 percent average share of ICT in GDP during the period, this implies that the (unmeasured) share of real intangible investment was increasing by 0.5 to 0.6 percentage point a year, and hence annual growth of GDP and productivity were understated by the same amount. Using the narrower definition of ICT investment, with its annual growth rate of 22.5 percent and average nominal GDP share of 2.4 percent, gives a similar estimate. During 2000–03 this understatement of output and productivity would have been reversed, although only in part, since an understatement would be expected for the entire 1995–2003 period when the ICT share rose. Thus the hypothesized effects, even if realistic, could account for only a part of the surprising recent strength in productivity. It is worth noting that these effects are not evidence for or against various hypotheses about delays in realizing the benefits of ICT investment, which simply assert that the contribution to output is not fully realized at the time the measured investment is made.

The Y-B hypothesis has implications for earlier years as well. The share of spending on computer hardware was growing rapidly, particularly during 1972–87, the interval that led Robert Solow to utter his famous quip, which later became known as the Solow paradox, that “we see the computer age everywhere except in the productivity statistics.” Going beyond the specific restrictions imposed by particular models, the role of delayed benefits from the rapid growth in ICT investment in the late 1990s seems incontrovertible. Jeffrey R. Immelt, chief executive officer of General Electric, refers to the delayed benefits of ICT spending by saying, “It takes one, two, three years to get down the learning curve and figure out new ways to use it.” Cisco CEO John Chambers estimates the learning curve at more like five to seven years.50

---

Other Substantive Explanations

In this section I consider briefly two other suggestions regarding structural changes over the past few years that could have explained some of the upsurge in productivity growth. These include outsourcing and several changes in labor markets that may increase flexibility and reduce the barriers to adjusting the size of the work force in response to a profit squeeze.

OUTSOURCING. The United States has been outsourcing jobs on a large scale for the past two decades in the form of its ongoing trade deficit. The claim that outsourcing is something new, and related to the post-2000 productivity growth upsurge, refers to white-collar jobs that American firms are shifting to call centers and offshore programming specialty establishments in countries like India. Consider a firm initially producing 1,000 units of output with 100 workers, for a productivity level of 10 units per worker. Assume that total labor cost is 800 and profits are 200. Now imagine that 10 jobs are shifted to India and the new Indian workers are paid one-quarter of the American wage, or 20 units per 10 jobs instead of the previous 80 units. The firm must pay 20 for the imported services, reducing output from 1,000 to 980 and raising productivity from the initial 10 to 980 divided by 90, or 10.9. Productivity has increased by 9 percent, and profits have increased from 200 to 280, or by 40 percent.

It is unlikely that the entire benefit of the cost savings through outsourcing will be retained by the firm. Competitive pressure will reduce prices, and properly computed deflators will maintain the original level of real output minus the spending on imported services. Thus, in principle, outsourcing does increase U.S. productivity, but the question is by how much. Anecdotal evidence suggests that white-collar jobs outsourced over the past three years number in the hundreds of thousands rather than millions, suggesting a productivity impact of a few basis points rather than a few percentage points.51 Clearly, however, outsourcing of call center and programming jobs is a by-product of ICT innovation in the late

51. Supporting the view that the number of outsourced jobs is in the hundreds of thousands rather than millions, Goldman, Sachs & Co. estimates that the number of services sector jobs outsourced by U.S. companies to their foreign affiliates is 200,000 (Michael Schroeder, “India Aims to Calm U.S. Outsourcing Fears,” Wall Street Journal, November 13, 2003, p. A4). This does not include jobs outsourced to foreign-owned contractors, which might double that number.
1990s, particularly innovation that drastically reduced the price of always-on broadband communications.

**Labor Market Flexibility.** That there is a set of institutions that make American labor markets more flexible than those in some other developed countries, particularly in Western Europe, is likewise nothing new. The contrast between labor market institutions in the United States and in Europe has been on the front burner of comparative macroeconomics since the mid-1980s, when economists on both sides of the Atlantic started trying to explain why European unemployment had increased from below the American level in the 1960s to above it after 1985. The question is whether the past several years have seen a significant further movement in the direction of flexibility in the U.S. labor market that could have facilitated corporate cost cutting and the achievement of faster productivity growth.

A review of several labor market indicators casts doubt on the flexibility hypothesis, simply because these indicators exhibit little change in recent years. The share of the labor force working part-time has fluctuated in a narrow range around 16 percent since 1984. The Bureau of Labor Statistics (BLS) series on the number of self-employed was roughly 9.4 million in mid-2003, compared with 9.3 million in early 2000. The erosion of union membership has remained on a steady downward glide path since 1984 after a sharp ratchet downward in 1980-83. The increased role of temporary help agencies and other types of contingent worker contracts was already evident to labor economists in 1999, before the recent productivity growth take-off.

**Mismeasurement of Hours per Employee and Payroll Employment**

Moving beyond substantive hypotheses, at least two possible dimensions of mismeasurement are independent of the intangible capital mismeasurement hypothesis discussed above. These seek to explain some fraction of the post-2000 upsurge in productivity growth by arguing, for different reasons, that hours per employee and payroll employment are both understated, implying that aggregate hours of work are understated and productivity correspondingly overstated. Two of the counterparts to

52. See, for instance, Lawrence and Schultze, 1987).
the rapid productivity growth in 2000–03 documented in table 9 are the unusually rapid decline in hours per employee, occurring at an annual rate of –1.16 percent, and the decline in the ratio of payroll to household employment, at an annual rate of –0.51 percent.

HOURS PER EMPLOYEE. Among others, Stephen Roach of Morgan Stanley has long argued that hours per employee are understated because modern technology, especially cellular telephones, laptop computers, and at-home desktop computers, allow work to be performed outside of the formal workday, and employers are under no restraint in expecting their employees to put in extra hours. So what else is new? Many professionals, including novelists and even economics professors, have been writing late into the night since the invention of the quill and candle, much less the typewriter or the personal computer. Granted, employer expectations of extra hours of work now extend to a broad professional class of lawyers, consultants, investment bankers, and others who formerly had to do most or all of their work within the confines of the office during the business day.

Yet one can be skeptical for several reasons. First, even before the invention of the personal computer, work could be taken home in the form of paper: lawyers read and revised briefs, doctors read medical journals, and even the reading of business magazines counts as work for consultants and investment bankers. Second, there was no sudden discontinuity in 2000 or 2001 in hours worked at home or out of the office; if hours of work are undercounted, the source of the undercounting has grown gradually in importance over the past two decades. Third, some unknown fraction of work outside the office is offset by consumption inside the office. The mix of work at home and consumption on the job has become so entangled that it seems hopeless to think of any feasible measurement project that could capture the extent of mismeasurement in all its nuances. As a recent Wall Street Journal article explains,

Between meetings and memo writing, employees and their bosses log onto the Internet to pay bills, manage their 401(k) accounts, shop for birthday gifts and plan vacations. While attending their children’s school events, they use their BlackBerrys to answer colleagues’ questions, proof letters, and make appointments with clients.”54

PAYROLL EMPLOYMENT. An unusual feature of the 2001–03 period was a marked decline in employment as measured by the payroll survey relative to employment as measured by the household survey (referred to above as the payroll-to-household employment ratio, or $E^p/E$). Recently John Kitchen has developed the intriguing argument that payroll employment has been significantly understated during the period since its last benchmark revision in March 2002.55 Kitchen argues that, early in a recovery, payroll employment typically shows greater weakness than household employment, but that it is typically revised upward when such discrepancies arise. To demonstrate this, Kitchen compares “current vintage” payroll employment data, for example 1983 data as recorded in 2003, with contemporary data available in 1983 and 1984 government publications. To demonstrate that revisions in payroll data are influenced by contemporary household data, he runs a regression over three early-recovery periods (1975–76, 1983–84, and 1991–92) in which the current vintage payroll data are explained by contemporary payroll data and contemporary household data. The fact that the household data enter with a significant positive coefficient implies that the payroll data are revised upward by a larger amount, the greater the positive discrepancy between household and contemporary payroll data.

Applying his estimated regression equation to the current period, Kitchen estimates that, in July 2003, payroll employment was understated by 570,000, or about 0.44 percent. Translating this directly into an overstatement in the productivity data would reduce output per hour in the NFPB sector in 2003:2 by 0.44 percent and would reduce its annual growth rate between 2000:2 and 2003:2 from 3.46 to 3.31 percent, a relatively small downward revision.

However, Kitchen’s plausible argument has been contradicted by the BLS’s announcement, in early October 2003, that payroll jobs for March 2003 were being revised downward by 145,000, or about 0.1 percent of the total, not upward as Kitchen had predicted. That small downward revision would apply through 2003:1, and levels thereafter would presumably be affected as well. The revised productivity estimates that incorporate the payroll revision will not be released until February 2004. Kitchen still expects, based on the precedent of 1992–93, that the revision to payroll employment to be announced in October 2004 for the period

beginning in 2003:1 will be a substantial upward revision; the 1992 benchmark revision was a small negative, but the 1993 benchmark was a significant upward revision that resulted in higher growth in payroll jobs for the period from March 1992 to March 1993. He feels that “the jury is still out” about payroll jobs growth after March 2003.\footnote{This paragraph is based on a personal communication from John Kitchen.}

This completes my treatment of the second main goal of the paper, which was to examine substantive and measurement hypotheses that might explain the upsurge of productivity growth in 2000–03—both the more rapid estimated trend growth rate and the positive deviations from trend that are outside the range of historical experience. One can draw from this review of explanations several alternative implications for the future, ranging from the optimistic assessment that the recent acceleration is permanent, to the opposite view that it is inherently temporary. An optimist would point to the estimated increase in trend productivity growth to a rate above 3 percent, faster even than in the peak years of the early 1960s, and to a continuing wave of innovation in creating this acceleration in trend growth. An intermediate view would emphasize the role of intangible investment in spreading out and delaying the productivity benefits of the investment boom of the late 1990s. Although the intangible mismeasurement hypothesis implies that productivity growth may have been overstated during the period of slower ICT investment growth during 2000–03, nothing in this view rules out a new wave of ICT investment and another period like the late 1990s, when productivity growth was understated. The most pessimistic approach emphasizes the unprecedented timing pattern of S&P reported profits, which exhibited an artificial boom in 1998–2000 followed by an utter collapse that let loose a wave of savage cost cutting that continues to this day. Now that costs have been cut, the resulting productivity gains are unprecedented, and profits are resurging to above their 1997 peak. The pressure for cost cutting and hence that unique prop to productivity growth must inevitably fade, but at some unknowable rate.

**Connecting the Past to the Future**

The third goal of this paper is to forecast growth in potential real GDP over the next two decades through 2023. This requires going beyond a
discussion of trend productivity growth performance to examine the
determinants of future growth in the working-age population, in hours per
employee, and in the mix and payroll-to-household employment ratio
terms that are needed to translate productivity growth in the NFPB sector
into an equivalent growth rate for real GDP in the economy as a whole.
Although, in principle, future economic growth also depends on changes
in the employment rate and the LFPR, likely changes in these ratios on
average over the next two decades are too small to make any appreciable
difference to potential real GDP growth.\textsuperscript{57}

\textit{Future Productivity Growth}

This paper’s extensive review of the U.S. productivity data poses a
dilemma in thinking about the future. What growth rate of productivity
should be projected over the next twenty years? The estimated productiv-
ity growth trend reaches 3.05 percent a year in 2003:3, which is substan-
tially more rapid than the consensus in recent research that the trend has
been running at roughly 2.25 percent. In contrast, if one were to base a
forecast for the next two decades on the two decades ending in 2003:2, the
forecast value would be the actual average over 1983–2003 of 2.03 per-
cent a year. To return to the question posed at the outset, how much of the
past is relevant in making future projections?

The estimated trend is, of course, merely a reflection of the past actual
outcome and is capable of moving quite rapidly when confronted with a
sharp difference between the actual outcome and the current trend. For
instance, my own estimate of the productivity growth trend (bottom panel
of figure 1) has increased from 1.64 percent in 1994:1 to 2.76 percent in
2000:1, a span of merely six years. The same could happen in reverse if at
some point in the future there were a period of years with slow productiv-
ity growth.

Several factors lead me to conclude that productivity growth over the
next twenty years will be faster than the 2.03 percent annual average reg-
istered between 1983 and 2003, not to mention the 1.42 percent average
between 1972 and 1995. Productivity growth was held down in the 1970s
and early 1980s by the dislocations caused by oil shocks, high inflation

\textsuperscript{57} If the employment rate in 2023 is 94.5 percent rather than 95.0 percent, for exam-
ple, this implies a reduction in the growth rate of potential real GDP of a mere 0.03 per-
centage point a year.
and unemployment, and high and volatile interest rates. Numerous economists have identified a shift toward greater macroeconomic stability in the mid-1980s. Another reason for optimism is that the 1990s brought a new and fruitful interaction among innovations in computer hardware, software, and communications equipment that appears to have allowed a greater degree of business reorganization and a greater opportunity for intangible capital investment than in the 1970s and 1980s.

Working in the opposite direction are several reasons to believe that productivity growth over the next two decades will be slower than the mid-2003 estimated trend of 3.05 percent a year. Most important is the role of the 2000–01 profit squeeze in motivating an unprecedented wave of cost cuts and reductions in labor input. Some of the productivity boom has been the counterpart of this cost slashing, and productivity growth is likely to decline in response to the rapid growth in profits that is already evident. Second, the intangible capital hypothesis argues that productivity growth was overstated in the period of slow ICT investment growth in 2000–03, just as it was understated before 2000. Third, many of the most fruitful applications of the marriage between computer hardware, software, and communications technology have already occurred. The size of human fingers and the ability of human eyes to absorb information from tiny screens set limits to miniaturization. It seems quite likely that diminishing returns will set in, at some point over the next two decades, in the fruitful application of the innovation wave of the late 1990s.

Fourth, the recent work of Jorgenson, Mun Ho, and Stiroh emphasizes that educational attainment in the United States has reached a plateau, implying that the contribution of changes in labor quality to TFP growth will taper down gradually to zero over the next two decades from its average over 1973–2003. Specifically, they estimate the rate of increase of labor quality to have been 0.38 percent a year in 1995–2001, and they project that it will decline to a much slower 0.16 percent a year over 2001–11 and fall to a negligible 0.02 percent in 2011–21. When multiplied by a labor income share of, say, 0.65, this reduction in labor quality would result in a reduction in trend productivity growth of 0.19 percentage point a year when 2001–21 is compared with 1995–2001. This mechanical conversion of educational attainment into a measure of labor quality is controversial, and one might argue that the new generation

emerging from secondary school with expertise in standard computer software far greater than their parents’ might offset most or even all of the plateauing in educational attainment.

Weighing these factors together, I view future productivity growth over the next two decades as more likely to fall in the range of 2.2 to 2.8 percent a year than the 2003 estimated trend of 3.05 percent or the actual 2000–03 growth rate of 3.46 percent. In the concluding section of this paper, I take the mean of 2.2 and 2.8, that is, 2.5 percent a year, as my central projection of future productivity growth in the NFPB sector.

Population Growth

When the trustees of the Social Security Administration forecast potential GDP growth of only 1.8 percent in the period 2040–80, the most important reason for their surprisingly low growth rate is their projection of population growth at only 0.2 percent a year. For comparison, table 1 above shows that growth in the working-age population in the United States over the period 1987–2003 was 1.2 percent a year. Population projections require the determination of three essential numbers, which one may call the “demography triplets”: the fertility rate, the mortality rate, and the number of net immigrants. This section discusses each briefly and is based in part on the 2003 report of Social Security’s Technical Panel on Assumptions and Methods (TPAM), which is convened every four years to make recommendations on demographic and economic assumptions to the Social Security Advisory Board. All data in this section on population come from the 2003 Social Security Trustees’ Report and the 2003 TPAM report.59

The starting point for demographic projections is the fact that the replacement rate for fertility, that is, the total fertility rate (TFR) that will maintain a constant population, is 2.1 births per female of childbearing age. In recent years the United States has been running a TFR of 2.05, very close to the replacement rate, in stark contrast to most other rich countries in the world. TFRs in Italy, Spain, Japan, and several other countries have dropped to 1.3, while France and Germany have TFRs of 1.5 to 1.6. Will American exceptionalism in this regard continue, or will the American fertility rate trend down to converge with the rates now prevalent in the European Union and Japan?

The consensus among demographers seems to favor a continuation of the U.S. TFR in the range of 1.9 to 2.0, slightly less than the recent rate of 2.05 but substantially higher than in Europe. This projection should be viewed in the context of a wide range in the TFR over the postwar period, from a low of 1.74 in 1976 to a high of 3.68 in 1957, the height of the baby boom. When considering how much of the past is relevant for the future, demographers with near unanimity reject any relevance of the baby-boom period of 1947–64 and instead focus on reasons why the U.S. TFR is not likely to decline toward the values observed in Western Europe or Japan.

The first argument in favor of continuity is that the composition of the U.S. population favors relatively high fertility, because of the growing share in the population of Hispanics, who had a TFR in 2001 of 2.75. Even among non-Hispanic white women, however, the TFR during the decade 1991–2002 fell within a range from 1.77 to 1.87, considerably higher than in most other high-income countries.60 The second argument is more qualitative: women in the United States are better able to combine work and childbearing. The American labor market allows more flexible work hours and makes it easier to leave and then reenter the labor force. The relevance of labor market institutions is validated by a positive correlation between measures of female labor force activity and the fertility rate observed across highly developed nations.61

More generally, the higher TFR in the United States results from a set of differences in culture and institutions, including not just the flexibility of labor markets but also the greater independence of young people at an earlier age. Edmund Phelps has provided an economist’s description of this difference in youth cultures.62 American teenagers gain early contact with money and incentives. They start while in high school, working at McDonalds and Burger King. Unlike European college students, who enjoy blanket tuition and stipend grants, most American college students must work for part of their college expenses, borrowing the rest and thereby undertaking an obligation to repay the loans by taking jobs soon after college. Data indicate a much higher incidence of long-term unemployment among European youth than in the United States, and lower

---

60. For basic data on the TFR by demographic group, see Hamilton, Sutton, and Ventura (2003).
labor force participation rates. This has an implication for demographic outcomes, because young people in countries like Italy are much less likely to be financially independent at age twenty-five or thirty and more likely to be living with their parents—an atmosphere quite uncongenial to marriage, much less childbearing. These transatlantic differences in labor markets and youth culture may help to explain differences in fertility rates and support the apparent consensus among demographers that American exceptionalism is likely to continue.

Long-term population growth projections also require estimates of mortality rates, which have declined continuously over the last two centuries, but at a highly variable pace. The central question about which opinions vary is the future rate of decline of the age- and sex-adjusted death rate for persons aged 65 and over. That rate declined at an annual rate of 0.78 percent between 1900 and 2000 and 0.91 percent during 1950–2000, but at much slower rates of 0.55 percent between 1979 and 2000 and 0.27 percent between 1996 and 2000. The assumption of the Social Security trustees is an annual rate of decline of 0.71 percent a year between 2002 and 2027. The rate of decline was much slower after 1982 than in the unusual period 1968–82, a fact that some experts attribute to the initial influence of Medicare in bringing down death rates, as free basic medical care was brought to the elderly population for the first time. The 2003 TPAM report recommends projecting a rate of decline over the next seventy-five years equal to that of the last fifty years, that is, 0.84 percent a year (this differs from the historical 0.91 percent rate of decline cited above for 1950–2000 because of adjustments for changes in the relative weight of subgroups within the sixty-five-and-over age group). Their most compelling argument is ironic, in that the TPAM report chose to ignore foreign experience in projecting the fertility rate but finds it relevant in projecting the mortality rate. The report notes that the slow post-1980 rate of decline of mortality in the United States is unusual, and that the more rapid rates of decline in other high-income countries provide a better guide for the future.

The third of the demography triplets is the assumption about future immigration. This is by far the most controversial issue in assessing the official Social Security assumptions about future population growth. The

63. Data and this speculation about 1968–82 were provided by Steve Goss, chief actuary of the Social Security Administration.
historical context of immigration rates is provided in figure 5, which shows, for the full period 1900–2002, net legal immigration and, after 1960, an estimate of illegal immigration as percentages of the U.S. population. After fluctuating between 0.6 and 1.0 percent of the population most of the time between 1900 and 1913, immigration fell off to a bare trickle between 1933 and 1947, followed by a gradual but steady recovery to 0.41 percent in 2002.

Somewhat incredibly given this historical perspective, which shows a growth rate of total immigration since 1970 of 3.75 percent a year, the Social Security projections assume not just zero growth in the future, but an absolute decline from 1.4 million total immigrants in 2002 to a steady state after 2020 of 900,000 new immigrants a year. This can be translated into an assumption that total net immigration will decline from 0.41 percent of population in 2002 to 0.21 percent in 2080.

The future behavior of immigration is truly the wild card in projecting future growth in population and hence in potential output. A continuation of the past 3.75 percent annual growth rate of immigration for the next seventy-five years would imply unprecedented ratios of foreign-born to the total U.S. population by the end of that period. But to project negative growth implies a discontinuity that is without any basis. Labor economists would presumably model the immigration process as the intersection of supply and demand, both of which would be likely to increase in the future as the populations of the immigration-supplying countries (Mexico, Central America, China, India, Pakistan, and others) continue to grow, while a growing population and rising income per capita within the United States increase the demand for both skilled and unskilled immigrant labor.

Although many different assumptions could be justified, a conservative basis for estimating future population growth is to forecast that the annual growth rate of immigration will gradually slow from the post-1970 rate of 3.75 percent a year to a rate after two decades (that is, after 2023) that is consistent with a constant ratio of immigration to the population. A simu-

64. Data on population and total legal immigration, excluding immigrants converted from illegal to legal status under the 1986 Immigration Control and Reform Act, was provided by John Wilmoth of the Demography Department at the University of California, Berkeley. Total legal immigration was multiplied by 0.75 to allow for emigration, the same assumption made by the Board of Trustees (2003, p. 81, note 3) at Social Security. Illegal immigration in 2002 was taken to be 400,000, from Board of Trustees (2003, table V.A.1, p. 80) and was assumed to rise linearly from an initial value of 50,000 in 1960.
The 2003 TPAM report chose a more conservative approach, assuming that the annual number of net immigrants should increase at half the rate of population growth until the ratio of net immigration to the population levels off at 0.32 percent, the historical average from 1821 to 2002. I find this reliance on 180 years of history to be incongruous with every other demographic and economic assumption in the report and see no reason why the annual growth rate of immigration should suddenly drop today from its recent average of 3.75 percent to a mere 0.6 percent. The tapered decline in the growth rate assumed here makes only a small difference to projected population growth over the next twenty years; it makes a much bigger difference over the following fifty-five years.
Overall, my projection of population growth for 2003–23 is 0.98 percent a year, somewhat higher than the projection for the same period in the 2003 TPAM report. The difference is due entirely to the more gradual tapering off of the growth rate of immigration.65

**Hours per Employee**

The last crucial number in estimating future potential GDP growth is hours per employee. Discussion of hours per employee can be confusing, because there are separate measures of hours per employee in the NFPB sector and of hours per household employee in the total economy. It is this latter concept that the 2003 TPAM report projected to grow at a rate of zero over the next seventy-five years. But the growth rate of NFPB hours per employee has a strong negative trend. How to reconcile these apparently conflicting measures?

The usual concept of hours per employee, discussed previously, is calculated as aggregate hours in the NFPB sector divided by payroll employment in that sector. As shown in table 11, the actual 1987–2001 growth rate of NFPB hours per employee was –0.15 percent a year, representing the difference between growth in NFPB aggregate hours of 1.46 percent a year and growth in NFPB employment of 1.61 percent a year. Between 2001 and 2003 the decline in hours per employee proceeded at a faster rate of decline of –0.45 percent a year, representing a sharp downturn in the estimated trend with little change in the ratio of actual to trend (see table 1).

Turning to the aggregate economy in the first column of table 11, I assume that hours per payroll employee fell at the same modest rate during 1987–2001 as in the NFPB sector. Because payroll employment grew 0.41 percentage point a year faster than household employment during 1987–2001, hours per household employee rose at an annual rate of 0.26 percent. This surprising fact represents the offsetting impact of two long-term trends. More household members today hold multiple jobs,

65. The difference of 0.11 percentage point was calculated in a simulation of the Social Security population model intended to predict the effects of a wide range of alternative immigration assumptions, including the assumption recommended here and the slower-growth assumption endorsed by the 2003 TPAM report (Technical Panel on Assumptions and Methods, 2003). My thanks go to Alice Wade of the Social Security Advisory Board for running this simulation.
causing an increase in the growth rate of payroll employment relative to household employment. But more of these jobs are part-time, causing a reduction in hours per payroll employee. These two effects did not quite cancel out, in that hours per household employee rose slightly during 1987–2001. The 2003 TPAM report interprets this increase as temporary and predicts a growth rate of hours per household employee of exactly zero over the next seventy-five years. This paper adopts their assumption.

**Implications for Potential Real GDP Growth**

Table 11 provides a template for forecasts of potential GDP over the next twenty years. I base the projections on the analysis above, plus the growth rates of the components of the output identity over the period between two benchmark quarters, 1987:3 and 2001:2. Here the two left-

<table>
<thead>
<tr>
<th>Component or related variable</th>
<th>Total economy</th>
<th>Nonfarm private business sector</th>
<th>Total economy</th>
<th>Nonfarm private business sector</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Components</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Output per hour</td>
<td>1.28</td>
<td>1.78</td>
<td>2.00</td>
<td>2.50</td>
</tr>
<tr>
<td>Hours per payroll employee</td>
<td>–0.15</td>
<td>–0.15</td>
<td>–0.10</td>
<td>–0.10</td>
</tr>
<tr>
<td>Employment rate</td>
<td>0.12</td>
<td>—</td>
<td>0.00</td>
<td>—</td>
</tr>
<tr>
<td>Labor force participation rate</td>
<td>0.13</td>
<td>—</td>
<td>0.00</td>
<td>—</td>
</tr>
<tr>
<td>Working-age population</td>
<td>1.16</td>
<td>—</td>
<td>0.98</td>
<td>—</td>
</tr>
<tr>
<td>Mix effect</td>
<td>–0.51</td>
<td>—</td>
<td>–0.20</td>
<td>—</td>
</tr>
<tr>
<td>Payroll-household employment ratio</td>
<td>0.47</td>
<td>—</td>
<td>0.10</td>
<td>—</td>
</tr>
<tr>
<td><strong>Related variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aggregate hours</td>
<td>1.36</td>
<td>1.46</td>
<td>0.98</td>
<td>1.08</td>
</tr>
<tr>
<td>Payroll employment</td>
<td>1.82</td>
<td>1.61</td>
<td>1.08</td>
<td>1.18</td>
</tr>
<tr>
<td>Household employmentb</td>
<td>1.41</td>
<td>—</td>
<td>0.98</td>
<td>—</td>
</tr>
<tr>
<td>Hours per household employee</td>
<td>0.26</td>
<td>—</td>
<td>0.00</td>
<td>—</td>
</tr>
<tr>
<td>Output</td>
<td>2.95</td>
<td>3.24</td>
<td>3.28</td>
<td>3.58</td>
</tr>
</tbody>
</table>

Source: See appendix A.

* a. It is assumed that aggregate hours per payroll employee changes at the same rate in the total economy as in the nonfarm private business sector as measured by the Bureau of Labor Statistics.

* b. Growth in payroll employment minus growth in the payroll-to-household employment ratio.
hand columns display for this period the growth rates of real GDP and the components of the output identity, plus growth rates of related variables that can be extracted from the ratios in the identity or from published information.

Forecasting potential real GDP growth for 2003–23 requires a projection for each component of the output identity. I have already settled on a future growth rate of NFPB output per hour of 2.50 percent a year. Also, the assumption of zero growth in hours per household employee implies that the growth of hours per payroll employee must be exactly offset by the growth of payroll employment relative to household employment. I choose growth rates of –0.10 and +0.10 percent a year for these two offsetting factors. Offsetting the projected decline in the growth rate of hours per household employee from +0.26 percent a year in 1987–2001 to zero during 2003–23 is a projected decline in the growth rate of the mix effect from –0.51 percent in 1987–2001 to –0.20 percent in 2003–23. I see no reason to forecast changes in the employment rate from its value of roughly 95 percent in early 2001, or in the labor force participation rate from its early-2001 value. Numerous offsetting trends influence the LFPR. The movement of females into the labor force, which boosted the LFPR between the 1960s and 1980s, appears to be largely completed. The long-standing shift to earlier retirement ages, especially for adult men, also appears to have stabilized or even reversed.66 This paper’s estimated trend for the LFPR registers a growth rate of zero between 1995 and 2003 (Table 9). Thus I project a zero growth rate for both the employment rate and the LFPR.

The earlier discussion of population growth emerged with a projected 2003–23 growth rate of 0.98 percent a year. This completes the list of components to be forecast in order to project potential real GDP; the predicted growth rate that emerges from these component forecasts is 3.28 percent a year over the next two decades. Even though NFPB productivity is forecast to grow 0.72 percentage point faster than during 1987–2001, potential real GDP is forecast to grow only 0.33 percentage point faster. The difference is explained by a shift from an increasing employment rate (a declining NAIRU) to a stable employment rate, a shift from a slight increase in the LFPR to a stable LFPR, and a decline in population growth by 0.18 percentage point a year.

66. See Technical Panel on Assumptions and Methods (2003, figure 11, p. 52).
Conclusion

Productivity growth experienced a second acceleration in 2000–03 following the initial productivity revival of 1995–2000. This recent upsurge has brought good news for the American standard of living, bad news for many American workers made jobless by a continuing erosion of payroll employment, and new puzzles for academic research. This paper has placed the 2000–03 productivity acceleration at center stage and illuminated it from the three perspectives of postwar history, possible causes, and prospects for future economic growth.

The paper began with three goals: to forecast future potential GDP growth for two decades into the future, to explain the recent productivity upsurge, and to assess the recent productivity performance in the context of trends and cycles over fifty years of postwar history. Both future projections and historical analysis require the linking of potential GDP growth to productivity growth through an output identity that identifies seven variables, including productivity and the employment rate; the product of these seven variables must by definition equal real GDP. The paper’s analysis began with history, developing an econometric decomposition of all seven components of the output identity into trends, regular cyclical responses, and residual unexplained responses. It then proceeded to examine possible explanations for the recent productivity upsurge, including both substantive hypotheses and possible sources of measurement error. The paper’s last section projected components of the output identity out over two decades, yielding a forecast of future potential real GDP growth.

As the first step in the empirical analysis, the paper established trends for real GDP and the components of the output identity over the period since late 1954. It set the trend of the employment rate as a log-linear spline trend between benchmark quarters having similar characteristics. For productivity growth and the other five components of the output identity, the paper used an average of results from a Hodrick-Prescott filter and a Kalman filter that estimates a time-varying coefficient in an equation that controls for output fluctuations. The implied trend for potential real GDP was obtained by multiplying together the trends for the seven components of the output identity. The most important conclusion was that the estimated trend of productivity growth in 2002–03 was slightly above 3.0 percent a year, substantially above the recent consensus of pro-
ductivity experts and indeed higher than the previous maximum trend rate achieved in the early 1960s. The corresponding trend in potential real GDP in mid-2003 was 3.38 percent a year.

Armed with these trends, the paper developed a dynamic econometric analysis in which changes in deviations from trend for each component of the output identity depend on current and lagged changes in the output deviation from trend, a set of lagged dependent variables, an error correction term, and an end-of-expansion effect. Each component exhibited a highly significant positive or negative response to output fluctuations, and the end-of-expansion coefficients told a consistent story in which labor input grows too rapidly relative to output in the final stages of an expansion, while productivity grows too slowly, and in which this overhiring is eliminated in the recession and early stages of the recovery. These results yielded another important conclusion: that the econometric coefficients based on nearly five decades of postwar history fail to explain why actual productivity growth exceeded trend growth in 2002–03; a large unexplained residual emerges as the difference between rapid actual growth and a prediction that productivity growth should have been below trend due to the sluggish below-trend rate of output growth during this interval. Since the same regression is estimated for all seven components of the output identity, one can trace the counterpart of positive productivity residuals to negative residuals for other components of the output identity.

In previous business cycles, the first four recovery quarters shared in common with 2002–03 a very rapid rate of productivity growth relative to trend, which I have called the “early-recovery productivity bubble.” In every past episode the large positive excess of actual over trend productivity growth was followed by a return to trend or even below-trend growth in the following eight quarters. Although the econometric equation can explain the earlier bubble episodes with small statistical residuals, the positive residual is very large in 2002–03, again confirming that the recent upsurge was unusual by every measure, including the acceleration of the estimated trend, the positive deviation of actual growth from trend, and the inability of the econometric coefficients to capture the dynamics of changes in the deviation of actual from trend.

If the recent productivity upsurge was outside the bounds of normal cyclical behavior, what explains it? Two complementary hypotheses occupy center stage. First, the upsurge was preceded by an unusual trajectory of corporate profits, which grew rapidly in 1998–2000 and then
collapsed in 2001 as the result of shady accounting, the revelation of accounting scandals, and massive write-offs. The extraordinary profit squeeze led in turn to savage cost cutting and layoffs, reducing labor input long after real GDP had begun to recover in late 2001. But, second, firms could not have maintained or increased output following the reduction in labor input without the help of both measured ICT investment and unmeasured complementary investments in intangible capital. Recent research shows that intangible capital that is complementary to computer hardware and software can cause measurement errors in official data on productivity, leading productivity growth to be understated in a period of buoyant ICT investment such as 1995–2000, and to be overstated in a period of slumping ICT investment such as 2000–02. Both the profit squeeze hypothesis and the intangible mismeasurement hypothesis imply that the supercharged productivity growth rates observed in 2002–03 are inherently temporary and will soon return to the still-respectable estimated trend of around 3.0 percent.

Projections of potential GDP growth for the next two decades require forecasts of growth in productivity, population, hours per employee, and the other components of the output identity. I have argued that the underlying trend in productivity growth will decline from the recent rate of 3.0 percent a year to about 2.5 percent in the next two decades, because of the unwinding of temporary factors bolstering recent productivity growth, and because of potential diminishing returns in the exploitation of New Economy innovation, as well as the implications of a plateau in educational attainment for sharply slowing future growth in labor quality. Population growth is forecast to slow from 1.2 percent a year over the past decade to around 1.0 percent, which is still a higher forecast than that embedded in current Social Security projections. Hours per employee (as defined by the household survey), the employment rate, and the labor force participation rate are all forecast to be unchanged over the next two decades.

Taken together, these assumptions yield a projection for potential real GDP growth of 3.28 percent a year over 2003–23. This is much slower than the rate forecast by the optimists cited at the beginning of this paper, who thought (or still think) that 4.0 percent annual growth of potential output is feasible, but more optimistic than the future growth assumptions embodied in the annual report of the trustees of the Social Security Administration. Along the way, this examination of future trends has
required extending the analysis from the traditional turf of productivity forecasting to the less familiar terrain of fertility rates, mortality rates, and immigration assumptions.

In the end, this exercise in crystal ball gazing is a humbling experience. Although forecasts of the employment rate or the labor force participation rate over the next two decades may have only a small margin of error, the degree of uncertainty is much larger for three key components of the output identity, namely, growth in productivity, in population, and in hours per employee. Neither economics nor statistics provides much guidance about the measurement of uncertainty in making these forecasts, and part of this uncertainty concerns how much of the past to use in making future projections. Other demographers cited here have, within the same study, taken 180 years of history as relevant for immigration, 50 years of history as relevant for mortality, but only 20 years of history as relevant for fertility. Is it surprising, then, that economists disagree on whether the next two decades of productivity growth is better represented by average growth over the past two years, or the past eight, or the past twenty? Perhaps the only safe forecast is that we will be surprised sooner rather than later, just as the recorded productivity growth rates of the past two years would astonish and bewilder any Rip van Winkle who had fallen asleep in the autumn of 2001.

**APPENDIX A**

**Data Issues**

**Data Sources**

All data were obtained from the websites of the Bureau of Labor Statistics (BLS; www.bls.gov) and the Bureau of Economic Analysis (BEA; www.bea.gov), were current as of September 15, 2003, and were retrieved for the period 1948:1 to 2003:2. Data subsequently released for 2003:3 and any revisions subsequent to September 15, 2003, are not included in the analysis.

The BLS data are identified below by their symbol in the paper (see equation 2) and by their BLS series identifier. “NFPB” refers to the non-farm private business sector:
NFPB employment ($E^u$) PRS85006013
NFPB aggregate hours of work ($A^u$) PRS85006033
NFPB output ($Q^u$) PRS85006043
Nonagricultural payroll employment CES0000000001
Civilian noninstitutional population ($N$) LNU00000000
Civilian labor force ($L$) LNS11000000
Civilian employment ($E$) LNS12000000

NFPB output per hour was calculated as $Q^u/A^u$, and NFPB hours per employee was calculated as $A^u/E^u$.

Initial research for this paper used private nonagricultural payroll employment from the Current Employment Survey (CES0500000001) as a proxy for NFPB employment. The preferred measure for $E^u$ listed above is not listed in the quarterly news release of the BLS productivity data but is available on the BLS website. It differs from the CES measure in several ways: it includes part of private nonfarm employment not covered by the CES, as well as employees of government enterprises, nonfarm self-employed workers, and nonfarm unpaid family workers, and it excludes employment in nonprofit enterprises. The two sources grew between 2000:2 and 2003:2 at annual rates of –0.72 percent for the CES series and –1.04 percent for the preferred NFPB series, implying an overstatement of the decline in NFPB hours per employee when the CES series is used.

The BEA website was the source for quarterly real GDP (table 1.2) and annual agricultural employment (table 6.8c), which was interpolated from annual to quarterly. Data used for total payroll employment $E^p$ is the sum of this interpolated quarterly series on agricultural employment and the official BLS series listed above for nonagricultural payroll employment.

**Smoothing of Jumps in Household Data**

BLS data on population, civilian labor force, and civilian household employment exhibit period jumps when they are adjusted for the latest census results. To eliminate the effect of these jumps, I calculated a smoothing adjustment for six quarters when the annual growth rate of the population exceeded 2.5 percent and this rate of change appeared to be a clear outlier from neighboring data. These outlier quarters were 1953:1, 1960:1, 1972:1, 1990:1, 2000:1, and 2003:1. The smoothing exercise was
carried out for the population data, and the same percentage adjustment factors were then applied to the labor force and employment data. Thus the smoothing affected all data reported in the paper for $N$ and $E'/E$, whereas the ratios $L/N$ and $E/L$ were not affected. Excess population growth in the outlier quarters was calculated by subtracting the average quarterly growth rate during the four quarters preceding the jump quarter. The excess growth, in all cases except 1953:1, was then spread evenly over the 40 quarters preceding the jump by multiplying the original population in those quarters by $e^{nx}$, where $n$ indexes quarters, starting at 0 in the 40th quarter before the target quarter, and $x$ is the excess growth in the target quarter divided by 40. For 1953:1 the excess was spread over the 39 following quarters by multiplying them all by $e^{(40-m)(-x)}$, where $m$ indexes quarters, starting at 0 in the target quarter, and $x$ is the excess growth.

**Definition of Benchmark Quarters**

The trend-through-benchmarks (TTB) detrending method requires the choice of benchmark quarters to divide the periods. To establish quarters that represent roughly the same degree of cyclical pressure in each business cycle, I chose those when the actual unemployment rate was equal to the NAIRU, where the latter is estimated in Gordon (1998), as updated in Eller and Gordon (2003). In each business cycle, starting at the trough, the unemployment rate declines through the NAIRU and in the next recession rises through the NAIRU; the benchmark quarters occur at the first of these events, the quarter when the actual unemployment rate first declines below the NAIRU.

Table A1 lists the benchmark quarters. For convenience I have taken the pre-1993 benchmark quarters from the list in Gordon (1993, table 3) and have added 1994:4. As yet there has been no quarter during the current recovery when the unemployment rate has fallen below the NAIRU, and so I take 2001:2, a quarter during the most recent recession when unemployment was rising through the NAIRU, as the terminal point for calculating growth rates. The choice of 1994:4 is easy: it is a period like 1987:3, when the economy was expanding at a moderate pace with subdued inflation. The choice of the terminal date 2001:2 is more problematic. Because the unemployment rate had fallen so low in 1999–2000, it had not yet risen as far as the NAIRU even in 2001:2, in the middle of the
recession. (Eller and Gordon, 2003, estimate the NAIRU to have been in the range of 5.2–5.4 percent in 2001.) Yet to place the terminal date later would yield readings on labor force participation and hours per employee that reflect weak labor market conditions and are not comparable to the earlier benchmark quarters.

Timing of End-of-Expansion Dummy Variables

The end-of-expansion (EOE) dummy variables are shown in table A2, where \( k \) represents the number of the dummy (corresponding to the coefficients shown in tables 4 and 5). As explained in the text, each of the seven dummy variables equals \( 1/M \) during the “on” quarters shown in the terminal date.

Table A1. Unemployment Rate in Benchmark Quarters, 1954–2001

<table>
<thead>
<tr>
<th>Business cycle</th>
<th>Benchmark quarter</th>
<th>Unemployment rate (percent)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1953–57</td>
<td>1954:4</td>
<td>5.4</td>
</tr>
<tr>
<td>1957–60</td>
<td>Excluded</td>
<td>...</td>
</tr>
<tr>
<td>1960–69</td>
<td>1963:3</td>
<td>5.5</td>
</tr>
<tr>
<td>1969–73</td>
<td>1972:2</td>
<td>5.7</td>
</tr>
<tr>
<td>1973–80</td>
<td>1978:3</td>
<td>6.0</td>
</tr>
<tr>
<td>1980–81</td>
<td>Excluded</td>
<td>...</td>
</tr>
<tr>
<td>1981–90</td>
<td>1987:3</td>
<td>6.0</td>
</tr>
<tr>
<td>1990–2001</td>
<td>1994:4</td>
<td>5.6</td>
</tr>
<tr>
<td>Terminal date</td>
<td>2001:2</td>
<td>4.8</td>
</tr>
</tbody>
</table>


a. Measured from peak to peak.

b. Selected as described in the text. The short business cycles of 1957–60 and 1980–81 are omitted because actual unemployment fell below the NAIRU in 1959–60 only briefly and by a trivial amount, and in 1980–81 actual unemployment never fell below the NAIRU.


<table>
<thead>
<tr>
<th>Dummy variable (k)</th>
<th>M</th>
<th>D(k) = 1/M during</th>
<th>N</th>
<th>D(k) = –1/N during</th>
</tr>
</thead>
</table>

a. The \( D(k) \) variables would be entered as \( 1/M \) and \( –1/N \) if the data were annual. With quarterly data, as in this paper, they are instead defined as \( 4/M \) and \( –4/M \).
table and \(-1/N\) during the “off” quarters, where \(M\) is the length in quarters of the initial interval of excessive labor input growth, and \(N\) the length of the subsequent correction. With a few minor exceptions, the timing of the first five variables corresponds to that listed in Gordon (1993, p. 291), and the sixth to the “early EOE effect” discussed in Gordon (1993, p. 300). The “on” period for 2000–01 was chosen to begin after the peak quarter of real GDP growth (1999:4) and to extend to the peak quarter as identified by the National Bureau of Economic Research (2001:1). The “off” period was chosen to begin in the first quarter of positive real GDP growth in the recovery (2001:4) and extend through the end of the sample period.